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Incorporating A New Computational Reasoning Approach

to Spatial Modelling

Alec Holt

 Spatial Information Research Centre, Department of Information Science,

University of Otago, P.O. Box 56, Dunedin, New Zealand.

Aholt@commerce.otago.ac.nz, Phone : +064 03 479 8301. Fax +064 03 479 8311

Decision support systems, statistics and expert systems were some of the mainstay

techniques used for modelling environmental phenomena.  Now modelling systems utilise

artificial intelligence (AI) techniques for the extra computational analysis they provide.

Whilst operating in a toolbox environment and by adopting AI techniques, the geographic

information system (GIS) modellers have greater options available for solving

problems.  This paper outlines a new approach in applying artificial intelligence

techniques to solve spatial problems.  The approach combines case-based reasoning

(CBR) with geographic information systems and allows both techniques to be applied to

solve spatial problems.  More specifically this paper examines techniques applied to the

problem of soil classification.  Spatial cases are defined and analysed using the case-

based reasoning techniques of retrieve, reuse, revise and retain.  Once the structure of

cases are defined a case base is compiled.  When the case base is of sufficient size, the

problem of soil classification is tested using this new approach.  The problem is solved

by searching the case base for another spatial phenomena similar to that which exists.



2

Then the knowledge from that searched case is used to formulate an answer to the

problem.  A comparison of the results obtained by this approach and a traditional

method of soil classification is then undertaken. This paper also documents the saving

data concept in translating from decision trees to CBR.  The logistics of the problems that

are characteristic of case-based reasoning systems are discussed, for example, how

should the spatial domain of an environmental phenomena be best represented in a case

base?  What are the constraints of CBR, what data are lost, and what functions are

gained?  Finally, the following question is posed: “to what real world level can the

environment be modelled using GIS and case-based reasoning techniques”?
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INTRODUCTION

Geographic information systems (GIS) are progressing towards systems which

incorporate greater geocomputational functions.  Three factors provide impetus behind

this progression.  First, spatial problems are inherently difficult to solve and the spatial

information and modelling communities recognise that the lack of analytical and

modelling functionality is a major deficiency of current GIS (Fischer & Nijkamp 1993).

Second, as GIS databases mature users seek techniques which allow for further analysis

(Burrough & Frank 1995).  The third, which is a new concept, suggests that with the

evolution of mature databases the vendors or data owners will move to develop

applications and tools for their clients (Benwell 1996).  These factors impel GIS

progression towards a toolbox environment.

In addition GIS’s progression towards a toolbox environment can be explained by its

position as a platform for integrating various databases and systems.  Decision support

systems, expert systems, neural networks, fuzzy logic and connectionist systems, for

example, are some of the many databases and systems which have been successfully

coupled with a GIS.  AI is also a good integrator and offers another avenue for providing

geocomputation features.  The various hybrids currently being implemented provide

evidence of this.  In a GIS-AI hybrid GIS could be used to represent and display the

problem and solution while the AI techniques could be used to process the bulk of the

problem solving.  Some modelling systems use GIS or graphical display embedded in

other platforms, including delphi and visual basic applications.  An AI hybrid in
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comparison is also an excellent platform as some have graphical display techniques built

into their systems.  This is particularly applicable to medical applications.

As a result of these three factors a number of research paths can be taken to provide

further geocomputational functions.  In observing the diverse subjects of recent GIS

conferences, analytical and geocomputation techniques are prolific.  This paper

identifies overlapping characteristics and diverse functions available in the following list

of disciplines; statistics, cognitive science, knowledge acquisition, databases, case-based

reasoning (CBR), inductive learning and knowledge discovery.  In highlighting these

diverse disciplines it will be seen that GIS modellers could progress their GIS systems

to greater geocomputation levels by adopting some of the above techniques.

It is suggested that if CBR is incorporated with GIS it will further the geocomputational

level of the GIS.  CBR offers this GIS-AI Hybrid software reasoning from data,

explanation, adaptation, extended generalisation techniques, inference making abilities,

constraining a search to the solution template, generation, refinement, validation and

maintenance of knowledge bases.  These features help in planning, forecasting, diagnosis,

design, decision making, problem solving and interpretation.

This paper will focus on these added features CBR offers the spatial reasoning system

(SRS) (Holt & Benwell 1995a).  With the potential of these added features, CBR aids a

GIS and also suggests a new method for modelling spatial data.
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Other research that has furthered the GIS progression towards a more geocomputational

system include rule and knowledge-based approaches (Webster 1990;  Smith & Yiang

1991; Skidmore et al. 1991), hybrid connection systems (Kasabov and Trifonov 1993),

multiple criteria decision-making methods (Jankowski 1995) and a more innovative

research approach where spatial reasoning is used to identify a given situation with other

known typical scenarios (Williams 1995).  These different analytical approaches are

being coupled to form soft computing, for example neural networks with expert systems

(Skidmore, et al. 1991).  Case-based reasoning has been coupled with decision support

systems (Burstein and Smith 1994).  An interesting and important connection has seen

the integration of case-based reasoning and neural networks.  This method proposes a

co-processing hybrid model for classification by coupling case-based reasoning and

neural networks (Malek & Labbi 1995).  Interest in hybrid systems is beneficial as

effectual new systems for example, combinations such as neuro-fuzzy systems use the

strengths of both neural networks and fuzzy systems to provide a more intelligent

system.  In GIS and modelling communities advances in AI systems through various

combinations, bode well for strengthening the analytical capability of a GIS.

New techniques are illustrated and discussed in this paper.  In order to determine

“which techniques best suit which applications” an understanding of how the problem

data can be best represented, and which of these working units the problem domain

allows is necessary.  If many working units are allowed the question of which technique

should be adopted remains.  A difference exists between the tasks AI techniques

perform and those which can be best applied to spatial phenomena.  Some of the
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techniques offered by AI techniques may not be required by the spatial modelling

community.  This paper focuses on CBR as one of these new tasks and documents the

saving data concept in moving from decision trees to CBR.  Which techniques best suit

which problems?  The following are limiting factors as specific data can be represented

in certain ways and some techniques, such as GIS, in effect force data to be stored in a

particular manner.  The manner in which data is represented in effect dictates which

analysis or reasoning techniques could be used.  To reduce the impact of these limiting

factors one could employ a large platform base.  Having an AI-Hybrid, for example,

would allow a number of analysis functions to be applied through one representation

technique.  A summary table of available techniques, their use, and for what type of

spatial phenomena are they particularly suited (some techniques may be available but

they are not chosen to be used) is currently under development (Holt in press).  This

has given rise to the notion of intelligent spatial information systems (Leung 1993;

Laurini & Thompson 1992), which have adopted some, if not all, of the following

statistical and analytical approaches to be discussed.

AI PROBLEM SOLVING PATHWAYS

Not all AI techniques are being fully utilised in the spatial information systems realm.

AI usage for spatial problem solving has tended to be low level processing, for example,

in the classification of image patterns, primarily to complete images and to clean noisy

data (Openshaw 1993; Kasabov & Trifonov 1993).  AI techniques in comparison should
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be used to provide better decision support and more intelligent modelling systems.

These systems could be used to solve spatial dilemmas which current GIS’s fail to do.

Problems requiring further analytical processing could be specifically targeted by these

systems.  The GIS-AI hybrid provides high level processing and, therefore, increases

the analytical processing ability of a GIS.  The ability to reason may produce this higher

level of processing.  Therefore, it is proposed that a GIS-AI hybrid with the ability to

reason should be developed (Holt and Benwell 1995a).

AI techniques available include, fuzzy logic (FL), neural networks (NN), case-based

reasoning (CBR), genetic algorithms (GA), statistical models, knowledge and rule-based,

fragmentation indexes and hybrid connection systems.  A variety of pathways are

therefore available to solve complex problems.  An approximate map of the pathways of

computational methods available for analysing spatial data has been drawn (figure 1).

More than one AI pathway (some have overlapping functionality) could be used to

solve a problem as each solves the problem differently according to their encapsulated

functionality.  One such pathway, which indicates how to solve complex spatial

problems using a proposed GIS-CBR hybrid, is indicated in figure 1.  In the course of

the evolution of the spatial analytical toolbox it may be possible that a different GIS-

hybrid is formed.  Some AI techniques can increase their level of their performance if

they are combined with other AI-techniques to provide hybrid systems.  CBR-NN, FL-

NN, for example, become more effective when combined.
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Figure 1.  Problem solving pathways

PROBLEM
DOMAIN

The
environment

The knowledge base
(domain ) and its
str uctu re deteremines
how we can in terp ret
the environment.

The knowledge processing techniques availab le and the inheren t structur e
o f the prob lem domain deter mines which method we model the
env ir onment with.

SolutionReality Structuring Representing Reasoning

The model which
resembles the
environmen t to
the deg ree which
is operable within
the constain ts set
by the modeller

This may provide a comprehensive GIS where connection hybrids may become

integrated with GIS.  The GIS-CBR hybrid, which will be used to further the

comprehensive nature of GIS, will be discussed.  Two examples  using the reasoning of a

CBR to manipulate spatial data will be illustrated.  The examples use CBR to evaluate

test sites with previous spatial sites and amalgamate the spatial similarities of the test

and previous sites to provide decision support to solve the spatial dilemma.
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CASE-BASED REASONING

CBR is a general paradigm for reasoning from experience.  It assumes a memory model

for representing, indexing and organising past cases and a process model for retrieving

and modifying old cases and assimilating new ones (Kolodner 1993).

It is important to define a case as they form the basic elements of CBR systems.

A case is a contextualised piece of knowledge representing an experience

that teaches a lesson fundamental to achieving the goals of a reasoner

(Kolodner 1993:13).

A case is a problem-solution pair.  This emphasises the problem solving mechanism of

CBR using the problem-solution pair to solve a similar problem.  The two components

of the pair are input and stored cases.  Input cases are descriptions of specific problem

situations.  Stored cases encapsulate previous specific problem situations with solutions

and outcomes.  Stored cases contain a lesson and a specific context in which the lesson

is applied.  The context is used to determine when the lesson may apply again.  These

input cases are used to find other similar situations in a spatial manner (Leake 1995; Aha

1994).
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Cases are examples which have occurred in reality or problems that have occurred and

been solved (success and failures) by a problem solving mechanism. (Althoff et al. 1994)

The major components of a case include;

1. Problem/situation description: the state of the real world at the time the case was

happening and, if appropriate, what problem needed to be solved at that time.

2. Solution: the stated or derived solution to the problem specified in the description

or the reaction to its situation.

3. Outcome: the resulting state of the world when the solution was carried out.

4. Extensions: the context (justification) which links to other cases and the failures

encountered.

(Kolodner 1993; Althoff et al. 1994)

These components of a case are the cogs of the case-based reasoning-cycle, or the

solution and outcome components which make it possible to reuse, revise and retain

cases.

More specifically, case-based reasoning is defined as;

a cyclical artificial intelligence problem solving paradigm that stresses reuse of

solutions to similar problems, where solutions are maintained in a carefully

indexed memory (Aha 1994:3).
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The above definition suggests that the components of CBR are representation, indexing

and storing of cases for problem solving by retrieving, adapting, explaining, critiquing

and the interpreting of previous situations.  This process is used to create a solution to a

problem using previous information.  It is suggested that these components be added to

GIS to complement its analytical functionality to build a spatial reasoning system.  The

proposed spatial reasoning system is designed to test the hypothesis that case-based

reasoning can be used to complement spatial analysis in GIS.

Tasks that all CBR methods undertake include identifying the current problem situation,

finding a past case similar to the new one, using that case to suggest a solution to the

current problem, evaluating the proposed solution and updating the system by learning

from experience.

THE CASE-BASED REASONING-CYCLE

A CBR cycle may be described by the following four processes see figure 2 (Aamodt &

Plaza, 1994; Kolodner 1993; Aha 1994; Leake 1995);

1.  retrieve the most similar case(s),

2.  reuse the information and knowledge in that case to solve the problem,

3.  revise the proposed solution,
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4.  retain the parts of this experience likely to be useful for future problem solving.

Figure 2 CBR Cycle

CBR is a relatively new tool for solving spatial problems.  There have been previous

applications of CBR to solve spatial phenomena and environmental problems (Branting

& Hastings 1994; Berger 1994; Jones & Roydhouse 1993; Kolodner 1993; Lekkas et al.

1994).

•  Berger (1994) uses CBR to solve a medical problem using spatial data.  The

application is called ROENTGEN  and is a CBR system that aids in planning

radiation therapy for new patients based on geometrically similar previous patients.

•  Branting and Hastings (1994) have developed a system called CARMA that uses

model based reasoning and CBR to combat rangeland pests.
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•  Jones and Roydhouse (1993) produced a system called MetVUW Workbench which

has been used for the retrieval and the display of historical meteorological data.

•  Lekkas et al. (1994) developed a system called AIRQUAP which has been used to

predict air pollution levels.

•  Kolodner (1993) designed systems called ARCHIE.  This is a system which aids an

architect to design a new building.  The cases represent knowledge about previous

designs of buildings with similar specifications and situations.

THE SPATIAL REASONING SYSTEM (SRS)

Some definitions for reasoning in the GIS community include spatial cognition and the

representation of knowledge (Hernandez 1993; Williams 1995).  Frank (1996) defined

reasoning as “the conceptualization of situations as space”.  For the purpose of this

research reasoning in this paper means the ability to reason; learning; thinking and the

ability to draw on conclusions from facts (Holt 1996).

In problem solving a GIS uses raw data, not processed data, as there is no cycle and no

facility to retain the solution.  Therefore, there is no reuse of a previous solution or the

process taken to derive that solution.  This paper proposes a GIS-AI Hybrid called the

spatial reasoning system.  CBR offers this GIS-AI hybrid software an ability to reason,

explain, adapt, extended generalisation techniques, inference making abilities,

constraining a search to the solution template, generate, refine, validate and maintain
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knowledge bases.  These features help in planning forecasting, diagnosis, design, decision

making, problem solving and interpretation.

The Spatial Reasoning System (SRS) will eventually be used;

1. As a problem solving tool which has the ability to reuse previous similar spatial

problems and their solutions to solve a current problem (Holt & Benwell 1996).

2. As a problem solving tool which has the ability to reuse previous similar spatial

problems and their solutions to solve a current problem, with the added function of

using a graphical interface to enter criteria.

3. As an exploratory spatial data analysis technique for data mining/trawling and

pattern searching/matching (Holt in press).

4. As a new method to represent and store spatial data.  Storing data as spatial cases,

equivalent to object oriented languages, but having the added benefit of learning

features.

With respect to the SRS this paper will describe the first option above.  It is suggested

that initially a GIS-CBR hybrid could be used to help in spatial decision making, spatial

problem solving and spatial interpretation.  This would produce a more intelligent GIS

system as CBR could be used in the following ways;

1. The GIS-CBR hybrid is used to facilitate searches and answer the following

questions.  Are there any other spatial phenomenon such as this? Identify extreme
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areas, evidence of trends, patterns or other variations.  Is there clustering?  If so,

what attributes are associated with that phenomenon?  In finding a similar spatial

pattern a GIS is needed to display and store the data.  CBR provides the

functionality to find a similar pattern and, more importantly, to analyse its

properties.  These properties would extend from the obvious spatial pattern to other

attributes associated with that spatial pattern.  This type of functionality could be

used for classification or in solving more complex problems using previous

experiences.

 

2. To make simulation possible.  This is useful for the estimation and prediction of

spatial phenomena including the display of spatial-case distributional properties.

 

3. Providing new opportunities in spatial analysis via information retrieval and pattern

recognition.  The following questions may be answered;  Is there evidence of

clustering in respect of specified sources or possible causes? What spatial

associations exist between cases?  Would a GIS-CBR model describe spatial

relationships better?

 

4. The GIS-CBR hybrid is used to facilitate queries and answer the following

questions; Which spatial phenomena have the following criteria?  What attributes are

associated with a spatial phenomena with these criteria?

The path taken to solve a problem using the GIS-CBR hybrid is shown in figure 3.
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Figure 3 A Spatial Reasoning System

These criteria have spatial properties and the benefit of using a GIS for selecting slope,

height and aspect include its ease of interpreting, manipulating and representing spatial

data.  A fully integrated GIS-CBR hybrid would have the ability to enter spatial data

directly from digital maps and digital terrain models into a CBR.  Once the data are

entered the select action searches for a similar case, which is then displayed with any

associated attributes.  CBR provides the unique function of allowing further information

related to the similar case to be used.  These data can be saved as new cases if a decision
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is made based on previous cases.  This function indicates CBR’s learning ability.  This

model has been tested and has provided satisfactory results (Holt & Benwell 1995a,b).

The example of ZONATION, which uses soil to portray the spatial reasoning concept

will be outlined.  This application provides an interesting focus as soils have implicit

spatial distribution properties.

ZONATION

As well as displaying CBR techniques in a SRS, it is also suggested that knowledge can

be saved in a toolbox environment, for example, in this paper the knowledge saving

transition is from decision-trees to CBR.

More specifically this research applies a combination of techniques to the problem of

soil classification.  The logistics of the problems that are characteristic of case-based

reasoning systems are discussed.  ZONATION employs Irvin et al. (1995) and Hewitt’s

(1995) philosophy of using landforms to aid in the classification of soil series.  An

experiment is conducted based on data derived from Hewitt's series of tests.

ZONATION employs a method for soil classification which utilises spatial information

system techniques to classify individual pixels of a digital terrain model according to its

membership in a landform class (Hewitt 1995; Irvin et al. 1995).  These classes are

determined by the natural clustering of the data in attribute space.  Attributes central to
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this classification include, land element, slope, aspect, A_horizon texture, B_horizon

texture, soil depth, A_thickness, dung, % gravel volume, % gravel weight, % carbon

weight and % carbon volume (Hewitt 1995).  Because these factors are also important to

soil forming processes, soil classes should nest within landforms (Irvin et al. 1995).

ZONATION adapts this philosophy by using the attributes and classes of Hewitt’s

criteria as fields and goals which are used to define case instances and, to store the

attributes which are used to predict soil classification types of new zones.

The sequence for running ZONATION is as follows;

1. The user provides a case for comparison.

2. The program performs an index search and finds a subset of cases that match all the

index constraints.  The index constraints are taken from the field values provided by

the user.  The program searches the case base for the subset of cases that match all

the index constraints exactly.  ZONATION uses land_element as an index, therefore

grouping all cases with the same land_element before making a selection.

3. If no cases match all the index constraints (for instances when there are only a few

cases in the case base), the system prompts the user to search for different index

values.  If there are no cases which match all the index constraints, the user is

informed and is prompted to enter new values for the index constraints.  These may

be made more general by specifying abstraction values or by specifying fewer

constraints.
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4. A case is selected from the subset.  After the index search is completed the case

matcher is invoked to scan the subset of cases to find the one with the highest

weight value.  This is selected and the repair rules are then applied.

5. Repairs are carried out on the selected case.  On occasions additional information is

requested after a case has been selected.  Sometimes a repair rule can cause the

current case to be abandoned and the selection process to begin again.

Figure 4.  The Sequence For Running ZONATION

If the user is dissatisfied with the previous matching case(s) further cases may be

examined.  This is continued until they are satisfied with a matched case or until the user

exhausts all possibilities.

For the ZONATION case file blocks of code were written to define; introduction, case

definition, index definition, modification definition, weight rule definition, repair rule
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definition, and case instance.  The introduction block contains introductory text which is

displayed when the program has finished checking the case file.  The case definition sets

the types and the weights of the problem fields that may appear in a case. The

information in the case definition is used for checking input cases while the weights are

used to aid the case-matching process.  The index definition sets the fields used as

indexes when searching for a matching case.  A case base should have at least one field

used as an index. The type of index field must be enumerated.  The weight rules

definition sets rules that may be applied to change the weights used for matching cases.

The modification definition sets the modification rules and provides a means of

specifying that certain symbols or numbers are similar.  This is undertaken first for

matching purposes and provides a means of specifying symbols as abstractions of

others and second for making the search more general or for defining generalised cases.

The repair rule definition contains the repair rules. These are used to modify the

solution retrieved from the case-base making it more suitable for the current situation.

Both the modification definition and the repair rule definition may be omitted.  To be a

complete CBR system, however, it should contain both.  The last set of blocks are the

case instances.  These make up the case base.  The case file must contain at least one

case instance and will initially need to be seeded with many cases before it is operable.

The following three stages are indicative of  the case matching process (figure 5);

1. Weight rules may be applied to find a set of appropriate weights for performing

case-matching.
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2. The index values, which are either taken from the user case or specified separately

by the user, are used to perform an index search.  This retrieves a subset of cases

from the case base which match all the index values exactly (except when abstraction

symbols are specified as index values, in the modification rules).

3. Once this list of cases has been retrieved the user can allow the program to

automatically select a case.  This is based on weight-matching.  For each case in the

subset the case-matcher finds a weight which is obtained by totalling the weights of

all matched fields.  Fields which do not match exactly, but are defined to be similar

by the modification rules, return a value which is less than the field's normal weight.

The case-matcher selects the case with the highest total weight.  The user can

browse through the selected cases and select a case manually.

Figure 5. The Stages Involved in the Case Matching Process for ZONATION.

STAGE ONE STAGE TWO STAGE THREE

Weight rules applied
to find a set of
appropriate weights
to perform
case-matching

exceptwhen
adstraction symbols
are specified as
index values

The index values,
which are either
taken from the
user case or
specified by the
user areused to
perform an index
search

This re trieves a
subset of cases
from the case-base
which match all
the index values
exactly

Automatically se lects a case
based on weight-matching

For each case in thes ubset
the case-matcher finds a weight
which is obta ined by tota ll ing
the weights of all the fie lds
that m atched

Fields which do not match
exactly but aredefined to
be similar by the modification
rules return a valuewhich
is less than the field's
norm al weight

The case-matcher se lects the
case with the highest total
weight

(b) user can browse the se lected cases
and select a case manually

After the case(s ) has been selec ted
extra values may beinput

If thecase has a local
field definit ion associated
with it then global repair rules
arecarried out

If there are local repair
rules associated with
the cas e, then these
willbe carried out

the repaired case
is displayed

If a repair rule(s )
causes a rese lec tion
to occur

Then another case
is selec ted us ing
weight matching

and theuser
may have to
enter local
fie lds again

If theuser decides to add the repaired case to the case-bas e,
the values for the name and the resultof thecase are entered
by theuser, the case is then appended to thecase file and
added to the cas ebase in the mem ory

then modification
rules are applied
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The method of case-matching in ZONATION consists of two phases.  First, the

enumeration-type fields cited in the index block are used to select a sub-set of cases

from the case-base.  Second, a form of nearest-neighbour (other types include

interquartile distance, discrimination networks and parallel retrieval (Leake 1995))

matching is used to select the best case from the subset.

The weights are not attached to the cases themselves.  ZONATION parses through each

case in the subset evaluating their weight.  A record of the best matching cases are

recorded.  The importance of each field is defined in the case definition section.

ZONATION uses internal rules (not to be confused with the weight rules block) to

evaluate what proportion of the weight is returned for each field.  If for example, the

values match exactly then the full weight is returned.  In comparison, if two enumeration

symbols are similar then 0.75 of the field weight is returned. Strings have to match

exactly or zero field weight is returned.  During the parsing, of two lists of symbols and

for example, if half of them match, then half of the field weight is returned.

After the case has been selected extra values may be input if the case has a local field

definition associated with it and then the global repair rules (in the repair rule definition)

are enforced.  Furthermore, if there are local repair rules associated with the case then

these will be enforced.  If a repair rule causes a reselection to occur, another case is

selected using weight matching and local fields may again need to be entered.  The

repaired case is displayed and the user is given the option of adding the repaired case to

the case base.  If the user adds the repaired case to the case base, the values for the name
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and result of the case are entered by the user the case is then appended to the case file

and added to the case base.

The following table is an example of a case definition for the ZONATION case file;

Table 1.  A case definition for ZONATION
field land_element type is (foot_sunny, shoulder_sunny, foot_shady, shoulder_shady, rolling_rise,
rolling_hollow, bluff_sunny, bluff_shady) weight is 20;
field slope type is number weight is 15;  ~degrees
field aspect type is number weight is 15; ~degree_magnetic
field soil_depth type is  number weight is 12;   ~cm
field B_tex type is (loamy_sand, coarse_sandy_loam, sandy_loam, sandy_clay_loam, loamy_silt,
silt_loam, loamy_clay, missing_data) weight is 10;
field A_tex type is (loamy_sand, coarse_sandy_loam, sandy_loam, sandy_clay_loam, loamy_silt,
silt_loam, loamy_clay) weight is 0;
field A_horizon_depth type is  number weight is 0;   ~cm
field bulk_density type is number weight is 0;   ~g/cm
field dung_freq type is number weight is 0;   ~1to10
field volume_of_gravel type is  number weight is 0;
field weight_of_gravel type is  number weight is 0;
field weight_of_carbon type is  number weight is 0;
field volume_of_carbon type is  number weight is 0;
end;

Spatial properties are defined as fields in the case file above.  The case definition was

used as a mechanism to process the spatial data input and the case instance was

searched to fulfil the criteria of the case definition. Once a similar case instance was

found it was possible to locate the similar case instance based on the fields of the case

instance.  Once these similar cases are located they can then be mapped and displayed.

This shows the benefit a CBR provides, by increasing the GIS’s analytical functionality

and by adding an ability to learn.  The traditional approach employed by soil scientists

for soil classification uses an identification tree structure (Hewitt 1995).  This example

demonstrates the approach of using the GIS-CBR hybrid for soil classification.
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A GIS-CBR hybrid has the ability to use explicit experiences to aid soil classification for

new areas with similar spatial zones and attributes.  These experiences (cases) enable the

CBR to provide similar solutions (classification) to similar cases.  Importantly, CBR

differs from algorithms as no one solution is offered (as with an algorithm) and the user

can choose a similar case from the solution set.  Algorithms also need all criteria to be

fulfilled while CBR allows some fields to be left blank without jeopardising the result.

Results obtained through CBR improve after each new case is added to the case base.  In

comparison, an algorithm will predict the same answers and the associated error level

each time it is used.

Explanation facilities are also easy to implement for a CBR system.  The system will be

used by those who feel comfortable with reasoning by analogy and who trust

justifications that  use data observations of past soil series incidents to support

proposals, instead of chain rules that are triggered by abstracted threshold values.  This

explanation gives a system more chance of acceptance as ultimate responsibility for the

decisions remains with the users.  CBR systems can continuously incorporate new data

in the form of cases and, in this way, adapt to long-term trends including soil

degradation, loss and regeneration.

The success of the application was determined by comparing Hewitt’s model with

ZONATION against 200 observed plots.  A summary of the results are presented in the

following graph.  Hewitt's model while predicting 200 plots produced a 20% error.

ZONATION was run twice.  During the first prediction correct adapted cases were not
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saved as new cases and an error of 13.5% was produced.  During the second prediction

correct adapted cases were saved as new cases and the error level was reduced to 12%.

The errors were then scrutinised for patterns and it was found that soils with a clay

content, and with a low B_horizon value, were difficult to classify using either Hewitt's

or the ZONATION model.  Evaluating these errors will allow scientists to further

quantify automatic soil classification problems. These patterns aid in strengthening the

decision tree classification which Hewitt used and in facilitating extra rules to be added

to ZONATION.  It was found, for example, that soils which had sandy loam clay

produced more errors when trying to predict its soil type using the decision tree.  It is,

therefore important to create a new branch in the tree if the soil type is sand clay loam.

Alternatively, within the case base the addition of a trigger would allow for deeper case

matching to try and eliminate the cause of these errors.

Table 1. Performance Graph
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Whilst noting that ZONATION had a 12% error rate and evaluating the comparison

between the observed values and zonation the following points should be considered;

•  The performance is indicative to the software used.

•  The diverseness and harshness of the central Otago environment.  Landslides are

frequent, especially during torrential rain, because of poor soil and the gradient of the

terrain.  During land slides both the source area and the region where the soil was

deposited are temporally changed.  Thus the Irvin (1995) and Hewitt (1995)

proposal that certain soils must nest in certain landforms does not hold.  Over time

it is likely that the soil should again nest in its land form due to physical geomorphic

process.

•  A degree of uncertainty is associated with the initial control observations due user

and instrument errors.

•  Currently, this model is being applied to tourist spatial movements and the case

history of aeroplane accidents (Higham et al. 1996).

CONCLUSION

Environmental problems are inherently complex.  This research has proposed a novel

method (GIS-CBR hybrid) to aid in modelling and solving of such problems.  This CBR-

GIS hybrid benefits from the functionality of both systems.  Selecting spatial cases

using GIS functionality (proximity, connectivity, adjacency) are such examples.  Finding



27

similar spatial cases with certain fields and in a certain proximity to or adjacency,

connectivity to a spatial phenomena using CBR functionality.  A case-based approach is

beneficial as CBR systems have the ability to continually learn and evolve through the

capturing and retainment of past experiences.  This paper also illustrates the potential of

AI in the spatial realm in recognising sets of patterns, predicting, providing decision

support and simulating spatial phenomena.  This includes recognising situations and

structuring data to give spatial solutions to spatial problems.  It is suggested that GIS

would benefit from a CBR link.  This is the first stage of ZONATION and an attempt to

display the concept of CBR for soil modelling.  It also attempts to indicate the possible

extension of this concept to other environmental concerns such as geology, natural

hazards and vegetation cover.  The next stage of ZONATION should be more spatially

oriented and incorporate graphical user input.
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1. Introduction
How should geographic information systems be developed? There is a strong demand
from users for enhanced functionality and power. Vendors can and do respond to these
demands. But where will this lead? Will the result be one all-embracing and all-
conquering program or geographic information system (GIS)? A GIS could grow to
incorporate all statistical functions, all visualisation techniques, all data management
functions etc. It is possible to perceive a scenario in which GIS is developed to
ÔbloatwareÕ proportions.

An alternative scenario is one in which a GIS is interfaced with other software systems.
Embedding database bridges and other product-specific links, providing data import and
export routines, and system calls are all ways of interfacing GIS with other systems.
GIS vendors could opt to produce a ÔlinkwareÕ GIS, interfaced to as many third party
systems as possible.

Given these two alternatives to GIS development, an interesting set of questions arises.
How far do vendors go with enhancing their systems compared with interfacing with
third party systems? Is there a balance? Or do GIS users just keep calling for ÔmoreÕ,
regardless of the solution set?

There is a balance. GIS is likely to be developed by being enhanced AND by being
interfaced with third party software. In a way, this is a third developmental track
leading to an increasingly functional GIS whose ability to interact with other systems is
greatly improved. This interoperable GIS allows flexible combinations of system
components while still providing a comprehensive range of spatial operations and
analytical functions. Figure 1 depicts the three developmental tracks, leading to the
ÔbloatedÕ GIS, the linked GIS, or the interoperable GIS in an environment in which
systems can cooperate.
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Of these three developmental tracks, this paper presents an example of what can be
achieved with the interoperable GIS. Expert systems are introduced along with the
client/server and object-oriented paradigms. By using these paradigms, a generic, spatial,
rule-based toolbox called SES (spatial expert shell) has been created. SES is described
using examples and contrasted with other documented expert system Ð GIS linkages.
But first integration is modelled in three dimensions to highlight the need for
improvements in how GISs can interact with other systems.

2. The integration cube
Integration has been described by Fedra (1993), Goodchild (1992), and Nyerges (1992)
from two perspectives: data and user interface. A more comprehensive model of
integration can be described by adding a third perspective: interoperability. This relates
to the ability of two systems, or processes, to cooperate with each other. Processes,
which can exchange a variety of dynamically determined requests and information, have
high interoperability. The interwoven nature of the requests allows the functions of each
system to be highly integrated.  More commonly however, integration is achieved by
starting, executing and exiting a second process either after, or at some predefined point
within, the first process. The flow of functionality between the systems is sequential.
One process is followed by a second process, after which control may return to the first
system. Interoperability is low.

By using the three dimensions of user interface, data and interoperability,  integration
can be portrayed as a cube (Figure 2). This gives a more complete picture of a coupling
between two systems. The data axis progresses from no exchange of data, transfer of
data, to sharing data. The user interface axis extends from a position of no link between
two interfaces, to a trigger (e.g. a menu option or button) between two interfaces, to two
interfaces which have a similar look and feel, through to a single interface. The
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Figure 1 Three developmental tracks
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interoperability axis ranges from static, sequential integrations with limited functionality
to dynamic, interleaved linkages with full functionality. The degree of integration is
represented by its position in the cube. The front bottom left corner represents no
integration; the back top right corner of the cube represents a fully integrated system.

A sequentially integrated system can now be differentiated from a system in which the
components of the integrated system can freely interact with each other. This model is
defined in detail in Lilburne (1996). Lilburne also demonstrates how most integrations
are positioned on the front plane of the cube, i.e. have low interoperability scores.

3. GIS and Expert Systems
An expert system is a Òcomputer program designed to model the problem-solving ability
of a human expertÓ (Durkin, 1994 p. 7). It comprises a knowledge base (KB), an
inference engine, and working memory. The expertÕs domain knowledge is stored in the
KB. The inference engine can process or reason with this knowledge to draw
conclusions about a problem. The working memory contains the facts and deductions
made in a session. Expert systems are used to identify, monitor, diagnose, predict,
control, specify, design, configure, and plan (Jackson, 1990). An expert system can
combine many types of knowledge including intuition, experience, qualitative beliefs,
heuristics, empirical observations, and expert judgement.

The advantages of integrating a GIS with an expert system have been recognised by a
number of authors (Burrough, 1986; Fedra, 1995; Fischer, 1994; Fisher et al., 1988;
Lein, 1992; Leung, 1993; Robinson et al., 1987; Smith and Yiang, 1991; Zhu and Healey,
1992). These authors saw the expert system as having the potential to add intelligence

User Interface

Integration

0

Figure 2: Integration cube
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to GIS tasks, e.g. map design, generalisation, automated name placement, feature
extraction, spatial query. Fischer (1994) notes the increasing use of AI techniques to
represent meta-data. Burrough (1992) envisions how an expert system could be an
adviser or tutor for using a GIS. Domain knowledge represented in an expert system
together with spatial data can provide a decision support environment in which users are
guided by the integrated system towards a recommendation.

Table 1 contrasts the strengths and weaknesses typically observed in expert systems
and GISs. This both shows strengths that are complementary and how some of the
weaknesses of one system are matched by strengths in the other.

Expert system GIS
qualitative quantitative

imprecise data precise data

uses symbols uses geometric primitives eg point, line
segment

integrates knowledge integrates data

handles incomplete data and knowledge does not easily handle incomplete data

suited to unstructured problems suited to structured problems

no spatial capability spatially capable

handles incomplete data and knowledge does not easily handle incomplete data

does not cope well with lots of data copes with large volumes of data

explanation facility no explanation facility

can represent knowledge is not designed to represent knowledge

can manage knowledge can not easily manage knowledge

has inference engine no inference or reasoning capability

opportunistic algorithmic i.e. sequential

no mapping/graphing capability variety of output maps/graphics

can not efficiently do arithmetic operations can efficiently perform geometrical ops.

Table 1 Comparison of some expert system and GIS characteristics

The vision of those promoting expert system Ð GIS linkages was developed five or more
years ago. To date, linkages have not fulfilled their vision. In part this is due to over-
optimistic rhetoric about the capabilities of expert systems. It also relates to the level of
interoperability between a GIS and an expert system.

For example, one application of an expert system Ð GIS linkage is to assist with solving
or understanding environmental problems which are often very complex. GIS allows the
real world to be modelled in its spatial context. Knowledge of real world objects and
processes can be represented in the expert system. Sometimes the best knowledge
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available is in the form of heuristics. Combining spatial data with knowledge offers real
opportunities in the management of our natural resources (Fedra, 1995). However, the
real world is not a series of sequential processes; rather it is a complex tapestry of
interactions between objects and processes. Hence the degree of interoperability
between an expert system and a GIS will affect the ability of an integrated system to
model the complexity of the real world. Recent technological advances offer new
potential for closer interaction between systems, in particular the client/server and
object-oriented technologies.

4. Technological paradigms
Client/server technology refers to the software that allows a process to receive messages
from another process. These messages request services of the receiving system (the
server). The service might be to perform a specified action or to return some information
to the requesting system (the client). Both processes remain in memory concurrently,
avoiding the loss of performance that occurs when loading a system into memory every
time one of its functions is required. There is no limit to the number of requests, nor are
there any restrictions on the types of requests that can be made. Both systems must
conform to a common client/server protocol. There are incompatible client/server
protocols, e.g. DDE, OLE (PC), RPC (UNIX), APPC (IBM).

Object-oriented (OO) technology is based on objects which have an identity, state and
behaviour (Booch, 1994). ÔStateÕ refers to the data or values associated with the object
at a particular point in time. ÔBehaviourÕ is how an object acts and reacts. Key
characteristics of OO technology that are important in a GIS Ð expert system link are
abstraction, encapsulation, inheritance, and polymorphism. Abstraction is a simplified
description of an object which encompasses all of its essential characteristics.
Encapsulation, or information hiding, is the ability to hide implementation details from
the user. Inheritance allows objects to inherit behaviour and state from parent objects.
Polymorphism is the ability to redefine or override inherited behaviour from parent
classes.

Abstracting the essential qualities that are useful for a given domain and grouping those
objects with similar qualities is a powerful way of simplifying the computer
representation of a problem. These essential qualities characterise the state and the
behaviour of objects. Behaviour is defined by abstracting the essential operations that an
object can perform and which can be performed on it.

A vector class in an expert system, defines the state and behaviour of GIS vector layers.
The state of a vector object includes the name of the GIS layer, its description, default
colour and its physical location. Behaviour is described in methods which are associated
with the vector class. These methods are routines which encapsulate the GIS commands
to draw, delete, create, modify and manipulate GIS layers. The commands are hidden
from the user who does not need to know how GIS operations are implemented.
Encapsulation also serves to hide the complexities of GIS data representation.

Objects inherit state and behaviour from parent classes. For example, a roads object,
representing a GIS road network layer, inherits the state and behaviour of its parent
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vector class. Each object representing a GIS layer inherits a constructor method called
create. This method encodes commands needed to select the required number of features
from the layer, create a sub-object for each feature and transfer the GIS attributes to the
sub-object. This allows the details of how to create objects that are sourced from a GIS
to be associated with the appropriate object, rather than buried in a transformation
routine written in a 3GL1. This facilitates maintenance of data exchange between the two
systems.

Multiple inheritance is very useful in a GIS Ð expert system combination, as it allows an
object to inherit behaviour from application specific classes or objects as well as GIS
related classes. For example, a road_segment object inherits state and behaviour from
the GIS line class, the specific road_1 object(s) that the segment is part of and the roads
vector layer object.

Polymorphism is useful to override inherited behaviour. For example, objects can inherit
a display method which instructs the GIS to draw the object appropriately.
Polymorphism allows a specialised display method to override the inherited one during
processing.

5. SES design
SES (Spatial Expert Shell) integrates two commercial products: the GIS ARC/INFO
(ESRI Inc., 1991), and the expert system shell, Smart Elements (Neuron Data Inc.,
1994). ARC/INFO v7 includes some new commands (IAC2request, IACconnect,
IACdisconnect, IACreturn) which create a framework for client/server communication
with another process. Once a connection has been initialised, messages can be sent
between the processes. Smart Elements is a combination of a hybrid frame, rule-based
expert shell called Nexpert Object, and a GUI3 developers kit called Open Interface. It
has an Application Programming Interface (API) which allows C routines to access
Smart Elements functions. SES is developed on a Solaris SUN Workstation platform
which both ARC/INFO and Smart Elements support. Both systems use SunÕs ONC-
RPC client/server protocol. Smart Elements is the client and ARC/INFO is the server. A
combination of C and ARC/INFOÕs macro language AML is used to develop the
client/server interface between ARC/INFO and Smart Elements.

Essentially SES is a collection of spatial classes with predefined state and behaviour.
The expert system shell is extended to include spatial classes. GIS elements (e.g. the
display window, vector data, raster data) are modelled as classes under a top level class
gisObject (Figure 3). Generalised classifications of spatial data are modelled as classes
under the gisObjectType class. Appropriate spatial methods are associated with all of
these classes. For example, polygon related state (area, perimeter) and behaviour (draw,
adjacency, overlap) is defined in the slots and methods of the polygon class. An attribute
of the state is stored in a ÔslotÕ. Methods describe the operations or behaviour of an

                                                
1  3GL = Third generation language
2  IAC = Inter-application communication
3  GUI = Graphical user interface
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object. Vector and grid classes have slots and methods that define vector and raster layer
behaviour, e.g. how layers should be drawn, how features can be selected, and in which
colour they should be drawn.

Figure 3 SES class diagram

A spatial expert system application can be developed by creating objects belonging to
the spatial classes that make up SES. For example, in an agricultural application, there
might be GIS layers of paddocks, tracks, streams, buildings, soil types, and a DTM.
Objects would be created for each of these layers, linked to either the vector or the grid
class. The objects inherit slots from these parent classes, e.g. the paddocks vector object
inherits the colour slot and its default value ÒwhiteÓ from the vector class. The
paddocks objectÕs default colour value could be redefined to ÒyellowÓ. Methods are also
inherited. For example, the paddocks, tracks, streams, and buildings objects all inherit
the selectFeature method from the vector class. This enables an application expert
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system developer to transparently access a GIS function in which GIS features are
selected from a map. For example, the DTM object inherits a raster specific draw
method and default colour scheme from the parent grid class.

The application developer creates additional slots defining the domain state of each
vector layer object. In the agricultural example, the soils object might have inheritable
slots which represent the GIS attributes of the soil layer, e.g. soil name, soil code, pH
level, soil depth. The create method associated with the soils object will dynamically
create sub-objects of the soils object. Each sub-object, soil_1, soil_2 etc., represents a
single feature in the vector layer, e.g. a polygon. The sub-objects inherit domain slots,
i.e. soil_name, soil_depth etc. which are populated by attribute values from the GIS.
The sub-objects are linked to gisObjectType classes so that GIS state and behaviour can
also be inherited. In Figure 4, sub-object soil_1 inherits GIS slots and methods from the
polygon class and inheritable domain slots and methods from the soils object. The soils
object inherits GIS slots and methods from the vector class. These are not inherited by
its sub-objects.

The spatial methods attached to spatial classes access C procedures which perform error
checking, creation and management of the information request which is sent to
ARC/INFO, and manipulation of the reply. All spatial operations are executed in
ARC/INFO. No locational data is manipulated in the expert system. Methods are used
to access spatial relationships between objects. This enables the spatial context of an

Figure 4 Soil example object diagram
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object to be referenced in heuristic knowledge. For example, a SES rule base could
dynamically and transparently determine the truth of the following conditions:

 

•  if forest stand is adjacent to road
•  if the nearest firestation = ÒAlbanyÓ
•  if bus route is longer than 5km
•  if parcel is within the Christchurch District boundary
•  if paddock contains sandstone
•  if site is at least 200 m from the nearest water source
•  if habitat is above 1000m

Each of the conditions requires the GIS to perform either an adjacency, nearest
neighbour, route distance, contained within, overlay, buffer and/or a raster map algebra
operation. These operations are encapsulated in generic spatial methods which are
inherited by the domain objects (e.g. parcel, forest_stand) from spatial classes. In the
first example, the forest_stand object sends its inherited getAdjacent method to the
roads object.

In addition to the GIS providing information about spatial data and relationships, the
expert system can dynamically access the full presentational and analytical functionality
of a GIS. This is possible through provision of a global gisExecute method in Smart
Elements. This method takes a string argument. First the method determines and
substitutes GIS names and locations for any spatial objects referred to in the string. The
string, now a valid GIS command that runs a macro, is passed to the ARC/INFO
process which then executes it. The expert system can request the GIS to display the
results of an inference session on a map, or complex spatial analyses such as pattern
analysis, multivariate analysis, location/allocation, hydrological or viewshed analysis can
be requested. The results might then be interpreted by the expert system, upon
completion of the request.

Both raster objects and vector objects can be manipulated in a rule base. The Smart
Elements network diagram in Figure 5 demonstrates how sample heuristics defining
suitability of land for forestry can utilise combinations of raster and vector data. Forest
suitability depends on the landÕs aspect, elevation, soil type, landuse capability code,
and distance from roads. The lri4 object refers to a soil polygon layer and the track
object refers to a line layer. Aspect, elevation, nw, high, nw_high, sunny, pukaki,
luc5_6e_6c, luc_lessthaneq_5, mid, road_at_least_200 and not_nw_high objects all
represent raster maps. The road_at_least_200 object represents land that is at least
200m from a track. It is generated by executing its inherited create method with an
argument string Ò> 200 trackÓ. This string is stored in the criteria slot. Similarly the
raster pukaki object is generated by executing the create method with an appropriate
argument which selects, then rasterises all the polygons in the lri GIS layer with a soil
type of Pukaki, i.e. Òlri soil cn PukakiÓ.  The raster objects are weighted according to
their relative importance. The raster objects and weights are passed to the GIS by the
                                                
4 lri = land resource inventory which is a national GIS layer of soil and vegetation data
5 luc = landuse capability code e.g. 6e
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weight method which combines the GIS layers appropriately. Finally the suit_forest
object is displayed by the GIS by sending an inherited draw method to itself.

Figure 5 Network diagram modelling rule-based suitability of land for forestry

6. Discussion
The key advantage of an approach with high interoperability is flexibility. In SES, the
GIS linkages required by a knowledge-based application are determined at runtime. They
are not hardwired into the application. Spatial information is only accessed when it is
required by the inference engine. The alternative approach is to calculate all the spatial
relationships that might be required, and preload them as facts into the knowledge base,
e.g. (Bleecker et al., 1990; Loh and Rykiel, 1992). This approach is only suitable for a
limited range of spatial information, e.g. an adjacency matrix, stream connectivity.

The dynamic and generic nature of the linkage allows easy update of the domain
knowledge base. The interwoven nature of the communication between the two
processes allows the spatial and knowledge-based functions of the two systems to be
effectively integrated. Figure 6 shows where SES is positioned in the integration cube.
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There is very high interoperability between ARC/INFO and Smart Elements. Data is
shared and there are two interfaces which can be designed to have a similar look and feel.

This flexible linkage was achieved with minimal development effort as SES brings
together the considerable power of the expert system shell Smart Elements and the GIS
ARC/INFO. This was achieved by using a client/server approach.

The strengths of each system are maintained. SES maintains the computational power of
a GIS by performing all geometric and raster map operations in the GIS. Raster maps are
mapped to objects in Smart Elements which can be managed by the rule base. The expert
system does not manipulate individual cell values. Knowledge is represented in Smart
Elements using a symbolic representation (objects). This is more intuitive to work with
than a quantitative representation (Sharma et al., 1994). Knowledge can be easily
modified. A knowledge base developer can modify knowledge on the fly without
needing to alter code or the linkage mechanism. Explanation capabilities provided in
Smart Elements are available to the integrated system, as is the ability to handle
incomplete data and opportunistic reasoning. GIS database management facilities can be
used by the integrated system to access and manage data. The full set of GIS
presentational functions are accessible in SES.

A limitation of SES is that while the intricacies of GIS operations are encapsulated in
spatial classes, the use of spatial objects in rules is not completely transparent. For
example, in a conditional statement:

If paddock = high
where high refers to the elevation, the syntax of the rule varies according to whether
high is an aspatial attribute (i.e. ÒhighÓ, ÒmodÓor ÒlowÓ), a raster map representation of
cells with values over 1000m in an area of interest, or a fuzzy raster representation. The

Interface

Figure 6 SES in the integration cube
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knowledge base developer must be aware of these differences and structure the rules
accordingly.

The design of SES is portable to other combinations of layer-based GISs and hybrid
object/rule-based expert system shells that support client/server functionality. For
example, Smart Elements could use the DDE protocol to make requests of an
ARCVIEW (ESRI Inc., 1994) server by passing appropriate AVENUEJ commands. For
SES to be portable between GISs, spatial services must be standardised and made
accessible to client processes by vendors. Requests can then be made in a format that is
independent of which GIS product is the server. There is a move in this direction by the
Open GIS Consortium (1996) which is developing a specification for distributed
geoprocessing.

SES is based on a client/server relationship in which Smart Elements is the client and
ARC/INFO the server. A reverse architecture is possible in which a client ARC/INFO
process requests a Smart Elements server to run an inference session. For example, a rule
base of diagnostic heuristics could be accessed from ARC/INFO. The user can be
prompted for some information but all other information required by the rule base must
be passed to Smart Elements before the rule(s) is processed. This is because a Smart
Elements Ð ARC/INFO linkage is synchronous. In a synchronous linkage, the requesting
process must wait for the server process to complete the request before it can continue
processing. If in the diagnostic example, a GIS data  value or relationship is required, this
can not be dynamically accessed. The GIS is too busy waiting for its original request to
finish, to service any requests made to it. The need to pass all potentially relevant facts
to a rule base inhibits the flexibility of the system and is not very efficient. Spatial facts,
especially distance related facts can quickly become quite extensive. An asynchronous
link, in which processes do not have to wait for each other, would allow concurrent bi-
directional requests.

Knowledge accessed by a client needs to be modularised into discrete reasoning
segments. This is usually possible with meta-data and classification knowledge. For
example, an expert system server can inform a GIS client of the validity of a value, or an
expert system can be requested to fire a rule base to classify a series of data values
supplied by a GIS client. The expert system-as-server/GIS-as-client architecture is
appropriate in a GIS controlled application where one or more modular rule bases are
accessed to perform a specified classification, diagnosis, data validation, and/or
recommendation. Meta-knowledge is not appropriate in this architecture.

However, an expert system application is often a system in which many strands of
knowledge are interwoven together. Control knowledge is integrated with domain
knowledge, meta-data, and an intelligent interface. For example, a DSS6 expert system
application might combine an intelligent interface including appropriate question
windows, recommendations, and explanations, with both knowledge about the process
of determining a solution and knowledge about the domain objects. The expert system-
as-client/GIS-as-server architecture (i.e. SES) is more suitable for a system in which

                                                
6 Decision support system
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multiple types of knowledge are integrated. GIS tasks can be modularised and thus made
accessible to the expert system client which controls the integrated system.

Other integration approaches are defined by Lilburne (1996). One approach taken by
some authors is to develop an in-house GIS and/or expert system which is very
demanding of resources, e.g. Davis (1991), Lam (1993). Loose and merged/embedded
approaches where the systems are sequentially executed have low interoperability and
are usually inflexible, but these approaches require minimal resources to implement a
link. An enhanced approach where one of the systems is extended to incorporate
functions normally performed by the other system results in a subset of the total
functionality available to SES. For example, basic GIS display functions were
incorporated into an expert system based on PROLOG (Crossland, 1990). A tight
approach usually requires access to the source code of the systems being integrated.

7. Conclusion
SES is a powerful, flexible, generic toolbox which can be used to represent knowledge
from any domain in a spatial context. Use of the object-oriented and client/server
paradigms have enabled a highly interoperable linkage, accessing the full range of
functionality, to be established between two powerful systems. Minimal resources were
required to achieve this.

SES supports our belief that moving towards a truly interoperable GIS is essential in
todayÕs interlinked world of distributed systems. An interoperable GIS allows effective
use of external techniques and systems. In particular, an interoperable GIS expands the
potential of combining knowledge with GIS. So, returning to the question of the balance
between developing functionality versus interfaces, there is a need for vendors to follow
the third developmental track and further improve the interoperability of GIS.
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1 Abstract

This paper first describes the difficulties inherent in supporting a class of environmental

problems, those involved in Regional Environmental Decision Making.  A set of

conceptual criteria are presented along with discussion on how the criteria might be

approached.  It is shown that a major obstacle is the need for a system that integrates

components of Geographic Information Systems with process modelling functions.  A

new approach, Spatial Process Modelling is proposed.  More detailed design criteria for

this system are developed which are then used to develop a prototype system.  The

system is described and benefits and limitations discussed.

2 Introduction

This paper discusses the background, methods and initial testing of a Spatial Process

Modelling System.  While the system is intended for general use, a case study of a class

of environmental problems is described for which current support is poor. These are the

issues involved in regional environmental decision making (REDM).
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2.1 Regional Environmental Decision Making

Two major forms of issue can be identified in environmental management.  The first is

that over the siting of particular noxious land uses, the Òyes, but not in my backyardÓ

problem.  Such problems are suited to traditional decision making and to the array of

tools currently available.  Opposing groups present their graphs and maps in order to

convince decision makers.  These conflicts are also well served by bargaining techniques

(computerised or not) where a residents group may be able to negotiate the establishment

of a park on a corner of a large industrial development.  Tools such as geographic

information systems (GIS) may be of use here.

Regional Environmental Decision Making (REDM) forms a second group of issues.  It is

not well served, either by traditional decision making or by the tools used in these

processes. These issues are those which are considered to be of regional significance and

include decisions about grazing practices, the introduction of alien organisms, the impact

of tourism and so on.  Mann (1995) has shown that current REDM does not satisfy

measures of good decision making (eg. Cleaves 1995).  

2.2 Computer Support for Environmental Problems

The development of strategies for improving REDM is poorly supported by current

decision support systems.  Marr and Benwell (1996) showed that only 20% of local and

regional government agencies were performing land use analysis with GIS despite 70%

using GIS in the organisation.  Data from a survey conducted by the author of NZ

resource management practitioners (NZARM) shows that 42% were unsatisfied with

current computer support for their work. The development of computer aided support is
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hampered by the inability to model and understand the complexities of specific

environments (Mann and Benwell 1995).  These include;  

•  uncertainty in goals (eg: ÔsustainabilityÕ, ÔbiodiversityÕ)

•  uncertainty in knowledge, often with conflicting evidence

•  a dynamic environment

•  importance of varying scale in time and space

•  complex processes including feedback loops

•  interaction of natural and human environments and the incorporation of policy and

ÔprecedentÕ in decisions.

3 Tools to meet conceptual criteria

Mann (1996) took these perceived difficulties and developed a set of criteria required for

development of useful tools for REDM.  These criteria are shown in Table 1.

 GIS applications are widely used in resource management situations and can be shown to

improve performance.  Crossland et al. (1995) showed that for well structured problems,

GIS Òmakes positive contributions to decision maker performance, as evidenced by lower

solution times and greater accuracyÓ (pg231).  It is not clear though how the simple tasks

measured by Crossland would generalise to the more complex area of REDM.



4

The authorÕs NZARM survey shows that of a wide range of methods used to represent

the environment as part of a decision making process, personal conceptual models and

spoken and written conceptual models were the most important.  More formal methods,

equations, textbook diagrams and programming, were least important.  When asked to

name the information sources used in their situations, again, a wide range of sources were

identified but paper and digital maps were identified as the most frequently used.

Decision support for REDM requires a mix of conceptual modelling and spatial analysis.

Burrough and Frank (1995) however argued that Òthere is a large gap between the

richness of the ways in which people can perceive and model spatial and temporal

phenomena and the conceptual foundations of most commercial geographical information

systemsÓ (pg105).  Unless this gap can be closed GIS may remain unsuitable for REDM

support.

 Table 1: Conceptual Criteria

1. a toolbox approach to allow flexibility while retaining powerful processing

2. spatially based analysis and display (including functions usually associated with

geographic information systems, GIS)

3. process modelling functions

4. emphasis on facilitating human interaction and thinking for both workshop situation

and single user

5. ease of use

6.  facilitating requirements for organisational decision making.
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If serious attempts are to be made to manage the environment then appropriate

information must be available as to the consequences of any actions.  Because most

environmental action is irreversible, modelling provides a powerful way of non-

destructively testing actions and outcomes.  There are many examples of simulation

models being used in environmental decision making and both models and modelling can

be seen to have several benefits.

A first benefit is in prediction.  Simulation predictions (Kirchner 1994 prefers Ôsystem

characterisationsÕ) can assist decision makers in testing the potential outcomes of

management alternatives.  Often, as Pandey and Hardaker (1995 pg443) argued,

Òmodelling results may bring the reality home to decision makersÓ.  In this vein, Ball

(1994) considers a good model as Òone that is capable of reproducing the observed

changes while producing insight into the dynamics of the systemÓ.

A second benefit of  modelling is in the generation of ÔnewÕ knowledge.  Leimback (1994)

describes a system of simulation based knowledge acquisition where, if in model

development a piece of knowledge is missing, smaller model runs are initiated to populate

the larger models.

A third, possibly more important benefit of modelling is the modelling process itself.

Holling (1978) presented a process called Adaptive Environmental Assessment and

Management (AEAM) that Òuses the construction of dynamic models as an intellectual

device to help people clarify issues, communicate effectively about shared concerns and

explore objectively the construction of alternative policy optionsÓ (Walters 1986, pg43).

Grayson et al. (1994) described workshops where the aim is to develop a simulation
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model which can be used to evaluate the effects of various management options.  The

model is the tangible outcome but Òthe modelling workshops are shown to be of primary

importanceÓ (pg245), indeed there is no method of saving results from the model.  Key

benefits include the atmosphere of ownership of the problem and solution, the use and

critical appraisal of available information and that Òcapabilities and limitations of model

are well understood by all...a different approach compared to many computer simulations

of natural systems wherein the assumptions and limitations are often concealed rather

than revealedÓ (pg 251).

4 Development of design criteria

4.1 Integration

There have been many calls for the integration of modelling and spatial information

systems.  So what are the obstacles to this development?

Data integration is identified by a number of authors as a recalcitrant factor.  For example

Kirchner (1994) argued that the shift from static models (including maps) to models

where the structure is not predefined has implications for data requirements.

Organisation and bookkeeping of inputs and outputs must take on increased importance.

Coleman et al. (1994) suggested that Òtransfer of data between ecological models and GIS

can be time consuming, and requires unique solutions for each model-GIS interactionÓ

(pg398) but this is not a very practical solution.  A further problem is the complexity and

size of processing required by models containing spatial and temporal aspects.

ColemanÕs solution was to use distributed processing over several UNIX machines but
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this severely limits the portability of systems.  At present this extended processing time

may be a problem that we have to live with.

Despotakis et al. (1993) argued that GIS is primarily data driven while modelling is

essentially process driven.  This results in conflicting paradigms, GIS has space as the

independent variable (ie. is frozen in time) while modelling is the converse (frozen in

space).  They concluded that that there is a Òmissing node between the field of GIS

modelling and non-spatial modelling which would be necessary to integrate the benefits

from both fields in a dynamic senseÓ (pg236).  This view is supported by Nyerges

(1992) who identified emphasis on content and structure for GIS and content and process

for modelling.

A further problem is what Steyaert and Goodchild (1994) described as the cumbersome

interfaces of GIS.  This however is more of an issue than just the Ôfront endÕ of GIS and

can be traced back to the previous discussion about emphasis.  In describing the gap

between what can be represented in GIS and the perception and modelling abilities of

people, Burrough and Frank (1995) argued that the reductionist approach employed by

GIS is sensible when dealing with simple, easy to combine abstract objects but is not

suited to the natural world.  A major conflict is the way in which dynamic processes are

represented.  An environmental scientist might produce a map of evaporation on a

particular day but would find it harder to use a GIS to represent the processes involved

in evaporation.  This would be needed to predict evaporation or to model the effects on

rainfall of a revegetation programme.
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There is then a mismatch in interface, in data organisation and in general approach.  Most

of these problems come down to a difference in what is represented in terms of

perceptions;  pattern (data) or process (dynamics).  This should not be an overwhelming

obstacle, much of Geography could be described by the interaction of these themes  (see

Chapman 1979).  The task then is to develop a GIS/model hybrid that best mixes the

advantages of both pattern and process while overcoming the inherent conflicts.  Such a

system is referred to as Spatial Process Modelling (Figure 1).  This figure can be seen as a

metaphor for the problem at hand.  Environmental problems occur in the real world.

Both process modelling and spatial model are projections away from the real world but as

previous discussion suggests, the two projections are in different directions.  It is

proposed that a modelling system which combines the two approaches will better

approximate the Ôreal worldÕ and allow improved decision making.

4.2  Design Criteria

This section examines approaches to modelling with the intention of developing design

criteria for Spatial Process Modelling.  Rather than characterise integration according to

coupling intensity (sensu Goodchild and Wise 1992) or method of integration (sensu

Lilburne 1996), the focus here is on the degree of flexibility in modelling.
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There are many successful models in environmental management.  Most however are

ÔpreformedÕ, allowing the user to examine a limited number of options.  These systems

are really Decision support systems in the traditional sense of providing answers to

predictable questions (eg Geraghty 1993).  The rigid structure however eases the

problems of data management and allows sophisticated display (Bishop 1995).

At the other end of the scale are approaches that rely on an ability to write code within a

formal programming language.  The AEAM workshops described by Grayson et al.

Figure 1: Spatial process modelling integrates GIS and process modelling
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(1994) are examples of this.  While participants are encouraged to feel an ownership of

the model, they are in fact, separated from it, being forced to work through a programmer.

Further, it is difficult for participants to get an overall feel of the model as it is

implemented in code (at present QuickBasic, Grayson pers comm 22/1/96).  

The ECO-LOGIC program of Robertson et al. (1991) aimed to provide assistance in

these problems of comprehending model structure and writing code.  Their approach was

for the program to ask questions to build the model from key points, for example: Ôwhat

do rabbits eat?Õ and Ôhow is growth represented?Õ.  Templates are then used to write code

(Prolog) that can be compiled and run as a simulation.  The disadvantages of this

approach are that it is domain specific and that information used to describe models is

often too vague for code generation.  The models also have to fit into a relatively

predictable structure, a user is unable to deviate from the predefined structure.

Lowes and Walker (1995) described a high level language that allows a user to specify a

model structure using pseudo-English.  They found that this Òhigh level, domain specific

task or macro languageÓ (pg2) was sufficient for representing the decision makers model

of problems and enabled generation of a tool (code).  However the task language was Òtoo

difficultÓ so they now favour diagrammatic approaches.
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Diagrammatic approaches have an advantage in that they are closely aligned with

conceptual diagrams.  Such diagrams in varying forms can be found within the pages of

textbooks on almost anything, from simple flow charts of water cycles to complex

representations of agroecosystems. Figure 2 shows a model of a farming system.  While

very simple, this model could be used to facilitate discussion among stakeholders.

Farmers for example might wish to add a link between the land (site factors) and farming

decisions.

With computerised diagrammatic techniques, diagrams such as Figure 2 can become much

more powerful. Dynamic modelling packages such  Stella (HPS 1990) facilitate the

development of system models through a toolbox library system of model components.

Although the model appears sketched, the package allows the users to run simulations to

examine the effects of varying parameters and/or model structure.  The user, then, is

separated from the business of generating code, but still has access to a powerful and

flexible modelling system.  The problem though, is that these modelling systems are

presently aspatial.

decisions

climate

site factors

growth

stocking

balance

Figure 2: A simple model of a farming system



12

A list of design criteria is given in Table 2.  It is argued that development based on these

criteria while still meeting the broader objectives of Table 1 will make a useful support

system  for REDM.

5 Spatial Process Modelling System

5.1 Overview

This section describes a prototype implementation of a Spatial Process Modelling

System.  The SPMS essentially inserts map objects directly into a Stella-like visual

modelling toolbox.  This step has resulted in a powerful yet flexible tool but has also

raised many methodological issues.  First an overview of the system is presented from

 Table 2: Design Criteria

•  Visual: The system must be easy to use with a Graphical user interface.
•  Interactive: The user must be able to develop scenarios interactively.
•  System dynamic modelling. There are three components to this criteria.
1. the model must be able to support a systems approach
2. the system and the systems it represents are dynamic which requires flexibility in

design and use
3. the use of modelling.  The system must support the development of models rather

than fixed models.
•  Spatial: The system is concerned with the management of the environment.  The

support of environmental decisions requires an ability for spatial manipulation and
presentation.

•  Model database: A database for model structure (as distinct from the environmental
data).

•  Integrated: Models are not inherently spatial, in fact most are aspatial and may be
represented in modelling packages such as Stella and Extend. The environment is
spatial and is represented within geographic information systems.  The linking of
these two approaches should be integrated by the system such that the model
components include the spatial objects.  This integration is a fundamental criterion.

•  Generic:  The system should be generic.  That is, the system should operate as a
toolbox independent of the domain.

•  Portable and PC based
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the users perspective.  This is followed by a description of the structure of the system.

Benefits and limitations of the current implementation are also highlighted.

Figure 3: Growth model under development
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Figure 4: More complex growth model

In the SPMS users build process diagrams interactively (see Figure 3 and Figure 4).  At

the core of the program, the GIS analysis1 and modelling functions are combined.  Within

a graphical environment, process models (emulating objects) are linked together visually.

Also available to form part of the model are spatial objects, with inputs and outputs.

Objects may be joined to form complex structures allowing feedback mechanisms.

                                                

1 GIS input and preparation are done elsewhere (eg Idrisi) It would also be desirable to

use methods such as the federated schema suggested as part of LakeÕs (1996) electronic

round table for environmental management.
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Lines are drawn linking the objects and then the equation for each process model is

defined according to the inputs and outputs.  The equation builder (Figure 5) presents the

links connected to the process component and leads the user through defining the

equation.  In the current implementation this equation is relatively simple, for example

add 5 to input 1 when input 2 = 10.  It would however be beneficial to include more

complex geographical operators (eg AlbrechtÕs 1996 Universal GIS Operators) and more

complex conditional statements.  For example in Figure 4 different decisions may be made

Figure 5: Equation builder,  presents linked components and leads user through

equation definition.
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for each farm block but the SPMS cannot currently deal with this.  A method of including

tabular data is needed to achieve this goal.

The equation may also be annotated with any assumptions made, for example, Ôthis is

how tussock grass responds to burning, I know that is different in very dry yearsÕ

(Figure 6). This has the duel advantage of clearly laying out assumptions, and in directing

areas where further research is needed. Including technical details in the model but hiding

them from view may also facilitate the integration of research findings from a number of

disciplines.

5.2 Technical Description

The SPMS has four major components, the interface control, model structure tables,

model launcher and report generator (Figure 7).

Figure 6: The system is flexible and allows deletion of links and whole

components.  Annotations may refer to the whole model or to specific components.
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The system was developed in Visual Basic (4 Professional) as this encompassed the

values of rapid software development, is PC based and is compatible with a large range of

existing software (notably MS-Access and MS-Word).  Access is used for the model

structure data while OLE links to MS-Word allows generation of reports from modelling

sessions.

The main form (at the top right of Figure 7) has an expandable drawing space and a

toolbox of icons.  At the start of a session a dialogue box asks for the model name, which

is used to generate a new Access table for that model.  All model components are then

represented by a row in that table.  Fields are shown in Table 3. The object type refers to

whether the component is a process or map object.  A further two object types, tabular

and chart are intended in future development.  The interface controller uses the screen

coordinates to position each component and associated links.  The apparent redundancy

Table 3: Model structure fields

Session name
Model
Index number
Object name
Object type
Unit
Map file name
Screen positional data
Links
Inputs (from model number)
Outputs (to model number)
Line references
Equation information

 (equation type, constants, referential index values)



18

Equation builder

Access table

Memo file

Word report

Idrisi files
(data)

Model structure
data

Find circularity

Black board

Current Process

Non spatial processing Spatial processing

Idrisi

Model launcher

Interface control

Equation builder

Figure 7: SPMS Structure
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in the input and output links is to overcome a limitation in Visual Basic in that lines do

not have properties enabling identification and selection.  As Figure 6 shows, links can be

selected and deleted, as can whole model components.

The model can be launched at any stage (but will not give results unless links are

complete). This will ÔcompileÕ the model and run it. This is performed by a series of

functions and arrays that are used to interpret the model structure table. Figure 8 shows

the structure of the arrays needed to launch a simple test model structure. For the

moment, assume that all components are aspatial and that equations have two

components without conditional operators. This then is a relatively simple feedback loop

with equations assigned to each process. The first function moves through the model

structure (ÔModelboard arrayÕ) following the links. Component ÔAÕ requires a constant;

Ô20Õ and component ÔCÕ. This means ÔCÕ must be either initialised or computed before

ÔAÕ. ÔCÕ is found to require ÔAÕ which means the model contains circular references, ÔCÕ

must be initialised and the user is so prompted. When all references are resolved, the

model is reordered onto the ÔBlackboard arrayÕ so it can proceed. The ÔCurrent process

functionÕ then moves through each component in turn performing calculations and feeding

the values back to the ÔBlackboardÕ. In this case all processing is performed within the

SPMS but if one or more components are spatial then Idrisi (Eastman 1992) is used. This

is made more complex as spatial components feed through the model. In the example

case, if ÔDÕ was a map object, three methods of performing calculations are required; both

aspatial, one spatial one aspatial, and both spatial (see Table 4). Calculations performed

in Idrisi are driven for each ÔCurrent processÕ in turn by command line exported from

SPMS via .bat and .pif  files.  This is transparent to users.  Also note from Table 4 that
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by the end of two iterations, five maps the size of the original represented by ÔDÕ have

been created.  This can quickly lead to a data storage problems so in the current

implementation, only the first and last values are stored.  When processing is complete

control is returned to the interface control and any changed maps are updated.  

Testing with various structures has shown that the prototype SPMS can manage

structures such as that represented in Figure 8, and even more complex combinations of

test configurations with moderate success.  Unfortunately when applied to more realistic

cases (such as Figure 4) there is less success.  Firstly as already established, the equation

builder does not accept complex or tabular concepts.  Second, the growth model has links

from both Ôpredicted vegetationÕ and ÔvegetationÕ.  Intuitively the model should use the

ÔvegetationÕ on the first cycle and ÔpredictedÕ thereafter, but is currently unable to do

this.  What is needed is a method of including the temporal dimension into the model

structure and expressing this in both the equation builder and the launch processor.  
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Figure 8: Array structure to launch test model structure

A B

C

D A= C + 20
B = A/D
C = A-B
D = 20
i = 2

Model Board
Ref x1 x1type x2 x2type
A C ref 21. Cons
C A ref B ref
B A ref D ref
D 20 cons - -

Blackboard (t=0)
Current
Value

Current type Current time

A nonspatial 0
D nonspatial 0
B 40 cons 0
C 150 Initialised -1

Current
component

Time x1 x2 operator returns

C 0 150 na = 150
A 1 C 20 + 170
D 1 40 na = 40
B 1 A D / 5.67
C 1 A B - 164.33
A 2 C 20 + 184.33
D 2 40 na = 40
B 2 A D / 4.61
C 2 A B - 179.72
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6 Discussion

Difficulties encountered when dealing with the environment result in inadequate regional

decision making.  This situation is not helped by the current generation of computerised

aids.  Conceptual criteria have lead to a desire to combine GIS and process based

modelling in a way that is useful for decision making.  This has lead in turn to design

criteria for a Spatial Process Modelling System.  A prototype development of such a

system has shown that while most of the criteria are met there remains computational

difficulties in developing a functional system.  The three most crucial of these are needs

for an explicit representation of time, an improved equation builder with better

conditional statements, and the incorporation of tabular data.  Once these features are

operational, more long term goals include the development of a hierarchical

representation, modular links to other modelling tools, and data management.  Work on

the representation of error with assessments of sensitivity to variation in model

components would also be beneficial.

Table 4: Effect of Component 'D' being spatial

Current
component

t x1 x2 op returns Performed by

C 0 150 na = 150 SPMS
A 1 C 20 + 170 SPMS
D 1 spatial na = map_D na
B 1 A D(spatial) / map_B1 Idrisi Scalar
C 1 A B(spatial) - map_C1 Idrisi Scalar
A 2 C(spatial) 20 + map_A2 Idrisi Scalar
D 2 spatial na = map_D na
B 2 A(spatial) D(spatial) / map_B2 Idrisi Overlay
C 2 A(spatial) B(spatial) - map_C2 Idrisi Overlay
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When these problems are overcome the SPMS with feedback loops and the ability to

modify model structure within a spatial paradigm may become a useful tool in Regional

Environmental Management.  The system relies on the successful integration of spatial

processing and display with the characteristics of system dynamic modelling.
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1. Abstract

This paper discusses the concept of maturity in the use of GIS and then formulates a

computational method for measuring an organisations maturity level from the

construction of a surrogate indicator.  Generation of this model is made under the

proposition that maturity is linked to the level that GIS has been integrated and utilised

on an organisation wide basis in day to day activities.  The research focuses on New

Zealand local government and incorporates parallel studies of conventional information

technology (IT) with recently collected data to provide support for the concepts and

techniques used.  It is postulated that due to similarities of function found in other local

authorities, that the model has the potential, with further research for wide application.

1. Introduction

In New Zealand as in other parts of the world, Geographic Information Systems (GIS)

have become a firmly established production tool in many areas of regional and local

government.  New Zealand local authorities have traditionally possessed large amounts

of spatial and non-spatial data (Fraser and Todd, 1994; and Anderson and Benwell,
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1992) and GIS is increasingly being used as a tool for data management and analysis

(Marr and Benwell, 1996a).  For most organisations GIS offers a variety of benefits

both tangible and intangible over more traditional and less automated methods

(Mackaness, 1989; Dickinson and Calkins, 1988).

The majority of GIS implementations in New Zealand have occurred in the last three

years, but some date back prior to 1988 (Marr, 1996).  This situation has occurred over

a period of major technological improvement, enhancing the computational functions and

abilities of GIS.  In addition, there has been a rapid increase in the amount, availability,

and quality of digital data (Marr and Benwell, 1996a).  These factors over time have led

to contrasts in the way GIS has been implemented among different organisations.  The

proposition is made that trends observed in the local authorities represent an identifiable

maturity process from which a principle component is the organisation wide integration

of data resources.

1. Maturity and Integration

Some organisations consider the development of a totally integrated information system

as the logical process of increasing organisation wide overall efficiency (Marr and

Benwell, 1996b).  The result of organisation wide data integration may be that GIS

becomes less of a standalone system, and more of an incorporated tool responsible for

spatial problem solving (Mayr, 1995; Zwart, 1992).



3

Although not regarded as authoritative, ÒGIS maturity is defined as the degree to which

systems are actually used, which in turn relates to the number of usersÓ (Mayr, 1995,

p30).

Figure 1 lists some of the benefits that may be achieved if organisation wide integration

is attained.  It is suggested that where an organisation is found to have widely integrated

its data resources, the relative level of maturity will be high in the use of those resources.

As levels of integration increase, the number of users for which use of the new system

would be advantageous also potentially increase resulting in a higher maturity level inline

with the definition by Mayr.

Figure 1 - Relationship Between Integration and Maturity
from Lopez and John (1993)

The effects of corporate integration were analysed based on both New Zealand and

Australian local government surveys carried out between 1992 and 1995.  The 1995

survey was carried out and reported on by Marr (1996).  The survey was conducted on

all New Zealand local government organisations, and resulted in a response rate of
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74.4%.  Of this response, 70% of the organisations indicated they had GIS. While most

organisations perceived corporate integration as desirable, most were far from such a

reality.  Related to the integration of data resources is the inherent need for GIS analysis

to be generally available within an organisation.  Typically in the past, GIS

implementation has focused on a particular application and therefore a related

department of the organisation.  As GIS management moves to a corporate role, there is

often a need to re-engineer internal processes to cope with the changes which commonly

see GIS control move to the information services department or equivalent (Marr and

Benwell, 1996a).

To illustrate this trend, Figure 2 shows the primary activity of the person most

responsible for managing GIS in the organisation based on the returned responses.

from Marr (1996)
Figure 2 - Analysis of Primary Activity of Respondent
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The trends suggest that the role of the information services department in managing the

corporate resources is increasing while the role of more traditional departments such as

administration/management and planning is decreasing.  These trends are further

corroborated by the analysis of Figure 3.

This graph shows the department responsible for GIS within the organisation through

the successive studies.

from Marr (1996)

There appears to be a marked increase in the percentage of information services

departments assuming responsibility for GIS in the organisation.

Figure 3 - Analysis of Organisational Responsibility for GIS
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2. The Nolan Model

There exists a very close relationship between the technologies of GIS and other forms

of IT.  Indeed, organisations with a policy of corporate integration find that it eventually

becomes difficult to differentiate GIS from other IT.  Total integration would see this

differentiation disappear altogether with the development of generic tools for spatial

manipulation and analysis.

Among most local government organisations in New Zealand and probably elsewhere,

GIS implementations may be regarded as immature and not fully developed. However

extensive research has been carried out into conventional IT where greater development

has had time to occur.  Some of the more fundamental work has evolved in the form of

the ÔNolan ModelÕ shown in Figure 4 which suggests the components of an IT maturing

process (Nolan, 1979; Nolan, 1977; Gibson and Nolan, 1974; Nolan, 1973).  The

development of the model and associated management guidelines are widely considered

to be the most comprehensive research in this area (Sprague and McNurlin, 1993;

Jackson, 1986; Benbasat et al., 1984).
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Based on the observation of a number of organisations, Nolan hypothesised that the IT

implementation could be identified to pass through a series of stages beginning with

initiation and ending with maturity.  These stages were identified based on the analysis

of computer budget expenditure for each organisation and plotted as a curve (Figure 4).

It was suggested by Gibson and Nolan (1974) that the curve, represented the growth of

applications, the growth of personnel specialisation, and growth of formal management

techniques.  From the analysis of the organisations it was postulated that the further

through the stages an organisation was, the greater the efficiency achieved in its use of

IT (Nolan, 1979; Nolan, 1977; and Gibson and Nolan, 1974).  This is attained through

the integration, standardisation, and dispersal of IT throughout the organisation.

Figure 4 - The Nolan Model for IT Assimilation
From Gibson and Nolan (1974)
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The assertion that the computer budget may used as an surrogate indicator for a number

of aspects relating to IT management has been disputed on several occasions (King and

Kraemer, 1984; Drury, 1983; and Lucas and Sutton, 1977).

Whilst acknowledging its limitations, the appeal of the model is its simplicity and logical

progression.  Most IT managers can relate their organisation to a position on the

development model and therefore may take advantage of the management policies

suggested by Nolan for each stage.  These policies attempt to facilitate innovation and

development while restricting cost overruns.  While Nolan (1973) acknowledges that the

use of this indicator is less than ideal, the point is made that few alternatives exist for

the convenient verification of the assertions made.

3. Maturity and Integration with GIS

Organisations identified as having a higher level of maturity, appear to be integrating

their GIS with conventional IT (Marr and Benwell, 1996b).  It is therefore suggested

that the Nolan model provides a suitable basis for the development of a parallel GIS

model.  New Zealand local government organisations were asked to determine their

relative position on a development line similar to that shown in Figure 5.  The line is not

intended to represent a linear relationship, but more a general progression of

development. Respondents in the survey were asked to indicate via the addition of a

vertical line, the position they felt their organisation had reached.  By the inclusion of an

arbitrary scale on the X axis, their response could be measured numerically.
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Figure 5 - Simplified Timeline of GIS Milestones
From Marr (1996)

The definition of ÔPaper based systemsÕ is where primary operation in the organisation

is undertaken using new and existing paper plans, documents, and microfiche.  ÔMove

towards GISÕ describes the situation where initial GIS purchase, both hardware and

software has been made, and electronic data capture is in progress, resulting in some

limited functionality.  When 100% of the data capture is complete (or very close), and

the GIS is fully operational achieving original objectives, it is described as being at the

ÔFully Integrated StageÕ.

The respondents were also asked to name the fourth unidentified stage.  This was

designed to illicit the response of ÔIntegration of Corporate Data ResourcesÕ.  This is

where all organisational data is integrated as a corporate resource.  Based on the

response to the question 56% of the respondents correctly identified this stage.  This

suggests that while for most organisations the GIS implementation process is far from
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complete, there is clear focus on the end objectives.  The timeline is highly simplified

and subjective, but it is believed that most organisations with GIS would relate to the

general concept shown.  The respondents were provided the opportunity to comment

on the model.  Comments were made on the length of time required during the data

capture phase, and some raised the issue as to whether corporate integration would ever

be achieved.  While these points are acknowledged, none of the respondents dismissed

the model outright, leading to the confidence that the model and resulting responses are

appropriate.

The graph not only represents a general progression of development, but is also

indicative of a rise in the maturity level in the use of GIS in the organisation.  This is

founded on the assertion that as integration increases, the number uses and users also

increase.  This is inline with maturity definition by Mayr (1995).  Although a numerical

indicator is created, it suffers in accuracy from the subjective and continuous scale from

which it is derived.

The remaining portion of this paper is devoted to the formulation of a computational

method for measuring an organisationÕs maturity level based on the analysis of discrete

data.  It is suggested that such a method would provide an improved model, that was

free from bias, from which to perform cross-organisation comparison.



11

4. A Computational Indicator of Maturity

Six individual variables (Table 1) believed to be potentially related to GIS maturity by

the authors, were identified from the survey and a correlation matrix (Table 2) produced

using SPSS software (Noru_is and SPSS Inc., 1993).  In addition, the variable POS was

also included in the matrix representing the maturity level identified for each organisation

from the development line.  The assumption was made that variables achieving high

correlation coefficients in relation to the POS variable, could be regarded as significant in

the construction of a maturity indicator.  POP and AGE were the only unconstrained

variables, the others related only to the options provided.  The effect of this aspect with

regards to the creation of a generic indicator of maturity is to provide standardisation.

ID Code Description of Variable

ACCEPT The Degree of Acceptance of GIS in the Organisation

DEPT The Department Responsible for GIS

NUMD The Number of Departments in the Organisation Using GIS

NUMUSE The Number of the Uses which GIS is Assisting

POP The Population Base of the Local Government Organisation

AGE The Age in Years of the GIS Implementation

Table 1- Description of the Selected Maturity Variables
Marr and Benwell (1996b)
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ACCEPT AGE DEPT NUMD NUMUSE POP POS

ACCEPT 1 0.0360 0.0684 0.3075 0.3291 0.0525 0.1586

AGE 1 0.1286 0.4865 0.4329 0.2877 0.3132

DEPT 1 0.1564 0.1528 0.1774 0.0400

NUMD 1 0.4979 0.2226 0.3613

NUMUSE 1 0.2763 0.5314

POP 1 0.0610

POS 1

Table 2- Coefficients of Possible Maturity Variables
From Marr and Benwell (1996b)

The highest three correlation matrix values in relation to POS were NUMUSE, NUMD,

and AGE with 0.5314, 0.3613, and 0.3132 respectively.  To further analyse the

relationship between each variable and POS, Chi square tests (χ2) were performed

(Daniel, 1990).  This additional statistical analysis was used to show that each variable

and POS are dependant and further justify the variables selected.  The values for each

variable were categorised in matrix form against the POS value for each organisation.

When required, real values on the boundary of categorisation, were rounded up to the

nearest integer.  Associated with the Chi square test is the Cram�r statistic value which

used to determine the strength of an identified relationship (Table 3).  The results

confirm the use of these variables as significant

ID Code X2 χ2 Deg. of Freedom Cram�r Value
NUMUSE 18.402 16.812 6 (to 0.99) 0.50
NUMD 37.457 21.666 9 (to 0.99) 0.62
AGE N/A N/A N/A N/A

Table 3 - Statistical Analysis of Maturity Variables
From Marr and Benwell (1996b)
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In the case of AGE, the average expected frequency failed to obtained the minimum of

2.0 recommended by Daniel (1990).  This would have introduced uncertainty in any

resulting statistics if followed through.  Still, a relationship clearly exists as shown in

Table 2.

Although some circularity and inter-variable dependence is likely to exist, it is

considered unavoidable since the assumption has been made that all the variables

combine to form an approximate maturity level of GIS use.  Observation of

organisations with GIS suggests that no single variable is capable of being used as an

appropriate indicator of maturity.

To create the required surrogate indicator of maturity in GIS use, there is a need to

incorporate the values of the three variables (NUMUSE,NUMD, and AGE) to form one

new computational indicator of maturity. One method of achieving this in diagrammatic

form is shown in Figure 6.  Each organisation may be represented in three-dimensional

space based on the value of the three variables identified above.  The variables form the

three axis of the model.  An extended line is drawn from the origin, through an axis

represented by the corresponding values for each variable on the correlation matrix

(Table 2).  Values on the line are then taken to represent the level of integration and thus

a surrogate measure for maturity of GIS use.  This technique has previously been used

by Lilburne (1996) to show the inter-relationships of interface, data, and functionality in

systems integration.
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The position of an organisation on the integration line is determined by computing the

shortest distance between the (X,Y,Z) of the organisation and the line itself.  The

imaginary line from each point forms a 90¼ angle with the line of integration.  The

standard algebraic equations to analyse these are shown in Figure 7, and may be

incorporated in any spreadsheet package.  Also shown is the formula to compute the

length of a point on the line from the origin.  This distance then becomes the

amalgamated indicator of maturity.

To test this concept, a correlation matrix was produced to assess the relationship

between the derived maturity value from the model and the position of the responding

organisation as indicated in Figure 5.  This resulted in a positive correlation coefficient of

0.5233.  In addition, the Chi-square test was also performed.  This resulted in X2 of

Figure 6 - 3D Analysis of Maturity Components with Two Examples
from Marr and Benwell (1996b)
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24.598 which is greater than χ2 of 13.277 with 4 degrees of freedom.  The Cram�r

statistic produced a value of 0.577 indicating a very strong relationship.  For additional

analysis the values for each organisation derived from the integration model were plotted

against the POS values indicated by each respondent.  The resulting graph (Figure 8)

shows a positive relationship between the two values for each organisation as expected.

  

Where
n   = (n1,n2,n3) = coefficients(numuse, numd, age)

a   = (a1,a2,a3) = (NUMUSE, NUMD, AGE)
z   = (z1,z2,z3) = Standardised Position Vector
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The graph and the previous statistical analysis suggest that the number of uses of GIS,

the number departments using GIS and the age of the GIS, can be used in combination to

form an approximate measure of GIS maturity in New Zealand local government.  While

potential problems have been acknowledged such as circularity and inter-dependence,

the model represents a serious attempt to map an organisationÕs effective GIS

development.  The development of the indicator draws on previous research in this field

relating to general IT.  It is suggested that the Nolan model forms a suitable foundation,

due to the observed parallel nature of the two technologies, particularly in those

perceived to be at a more mature level of operation.  The model uses data identified as

being related to maturity (Mayr, 1995), but also encompasses the concept that the

differences between maturity of use and integration appear minimal.  

Figure 8 - Comparison of Model Values and Response Values
From Marr and Benwell (1996b)



17

5. Conclusion

The aim of this paper was first, to discusses the concept of maturity in the use of GIS

and second, formulate a computational method for measuring an organisationÕs maturity

level from the construction of a surrogate indicator.  From the accumulated data and

discussion it has been found that the process of a maturing GIS can be mapped

empirically with some degree of confidence.  With the use of statistical analysis

techniques, a comparison has been made as to which organisations have the greater level

of GIS maturity based on the variables NUMUSE, NUMD, and AGE.  This model can

be used to assess an organisationÕs progress in relation to other comparable authorities.

It is also suggested that with more testing, the model concept may possibly apply to

other organisations outside local government.
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ABSTRACT

Geographic information systems are an important tool for the field of geocomputing. A

key component of every system is the dataÑspatial data has traditionally been labour-

intensive to collect, and hence expensive. This paper establishes a new method of

acquiring spatial data from motion video. The proposed method is based upon the

principles of photogrammetry, but allows position to be calculated with feature tracking

rather than point correspondence. By doing so, it avoids many constraints imposed by

previous solutions. The new method is demonstrated with linear and rotational motion.

INTRODUCTION

The field of geocomputing utilises computer models of the real world. While in some

cases there is no spatial correspondence between the computer model and reality, many

cases require an accurate representation of the real world. For example, geographical

information systems (GIS) commonly require accurate, scaled maps of land. A simple

GIS may incorporate a flat two dimensional map from which the computer could, for

example, measure distance or calculate areas. A more complex version may include a

topographic map, which is essentially a layered set of two dimensional maps at fixed
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height intervals. From this information the GIS can calculate volumes of hills, or

viewshed images that determine the visibility of, for instance, a large structure on a

hilltop. More detailed GIS models require true three dimensional models of objects, such

as tunnels, to measure volume. In all cases a GIS is only as good as the source data

collection, hence the data collection technique needs to be both accurate and practical for

the size of the object being modelled. In the case of traditional GIS, photogrammetry is

well established as a data gathering method. This large-scale technique has also been

proven successful for some small-scale tasks. For example Fraser (1988) demonstrated a

semi-automated method for measuring shipsÕ hulls and satellite dishes. On an even

smaller scale, Rivett (1983) showed photogrammetry has been used for measuring

human faces to evaluate post-operative swelling.

The quintessential problem of photogrammetry is to establish correspondence, which

involves identifying the points in each image that represent a given point in space. This

has proven to be an easy task for a trained human operator, but very difficult for a

computer. Solutions often require that easily identifiable reference objects be placed

within the scene. They may also require controlled lighting and manual identification of

corresponding target points. There is, however, a class of problems where alteration of

the scene is undesirable, making automated measurement very difficult.

A new method is proposed that aims at building a three dimensional model from easily

obtained visual data. Currently the requirements of this method are normal lighting and

controlled, functional camera motion.

This paper reviews methods of capturing three dimensional spatial data from two

dimensional images. A new approach is proposed that is based upon the principles of

photogrammetry, while circumventing the correspondence problem. The mathematical
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foundations of this method are described, then several worked examples are given to

demonstrate this technique.

EXISTING METHODS OF SPATIAL DATA CAPTURE

The most common method for obtaining data for a GIS is photogrammetry. In the

traditional case of obtaining land data, stereo pairs of aerial photographs are taken;

smaller scale data capture may use terrestrial photogrammetry. Both cases process the

stereo images to calculate depth of objects within the scene.

Stereo Geometry

Figure 1 shows the basic form of stereo geometry: consider this as a plan view of two

cameras capturing a scene. The cameras have focal length f and are separated by the

stereo baseline b. For simplification, the cameras are shown with parallel viewing

directions, and subsequently parallel image planes. This is not essential, but if the

cameras are not parallel a transformation is required to align the coordinate systems.

Two points A and B in the scene appear at Al and Bl in the left image and Ar and Br in the

right image, and are at distances zA and zB from the cameras. Because of the different

viewpoints of the cameras, the points appear in different places within each imageÑthis

difference is known as disparity or parallax. The parallax of each point is calculated

from the x-coordinate of the image points:

pA = Al − Ar  
pB = Bl − Br

Using similar triangles, the depths of points A and B can be calculated:

zA = fb

pA

zB = fb

pB
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A

B

Al Bl Ar Br

b

f f

zA

zB

Figure 1:  Geometry of stereo vision

left image right image

These equations demonstrate the requirements of a depth-from-stereo algorithm: given a

known baseline and focal length, align the images to reconstruct the relative orientation

at the time they were captured, then measure the disparity of each matching pair of

points to determine depth. While this process appears very simple, there is one

fundamental problem: determining which point in the right image corresponds to a given
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point in the left image. Thus the key issue for calculating depth from stereo images is the

correspondence problem. An important technique used by many researchers to assist

solve the correspondence problem is the epipolar constraint. Figure 2 demonstrates the

definition of the epipolar plane. For any point P in the scene, an epipolar plane is

defined by the point and its representation in the left and right images. The epipolar

plane intersects the images forming an epipolar line in each. When the two images are

correctly aligned, these epipolar lines will be horizontal. Having located a point in one

image, it is only necessary to search along the epipolar line to find the corresponding

point in the second image. Hence the epipolar constraint reduces the correspondence

problem to a one dimensional search of a scan line for the matching point.
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epipolar plane

Yl

XlZl

Zr

Xr

Yr

left focus

right  focus

left 
image right 

imageepipolar line
epipolar line

Figure 2:   Epipolar Geometry for Stereoscopic Viewing

The epipolar plane is defined by a point P in space and the 

representation of that point in each image. The plane forms 

epipolar lines where it passes through each image. Having found 

a feature point in one image, it is only necessary to search for a 

matching point along the epipolar line in the other image.

P
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Photogrammetry

Automatic photogrammetry systems have taken many different approaches to solving

the correspondence problem. These approaches can be summarised in three categories:

interactive methods which require a human operator to identify a match, target based

systems that attach or project easily identifiable targets onto the object to simplify

matching, and fully automatic systems that attempt to identify natural features within

the scene to match.

Interactive systems, such as those demonstrated by Erez and Dorrer (1984) and Beyer

(1992), are the most simple solution. An operator looks at a stereo pair of digital images

and identifies matching feature points in each. The system then refines the location of

each feature, for example by performing a least squares match with the intensity value of

the pixels. The sub-pixel coordinates achieved by the refinement are then used to obtain

an accurate measure of the parallax for that feature.

Target based systems aim to remove the need for operator assistance. This requires

making the matching task as simple as possible. A common technique, as demonstrated

by Fraser and Shortis (1994), Clarke et al. (1995) and Peipe and Schneider (1995),

utilises retro-reflective targets and controlled lighting to ensure the targets are the only

objects visible in the images. Using the epipolar constraint, matching targets in the stereo

image pair is greatly simplified. As with the interactive case, the location of each target

is refined by a least squares method using pixel intensities.

The most ambitious method of stereo matching attempts to identify the same point in

each image without targets or controlled lighting. Rosenholm (1987a/b) attempted to

match the intensity values of a patch or window of pixels in each image. Even using the
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epipolar constraint to reduce the search space to a single dimension, pixel based

matching is extremely slow. K�lbl et al. (1991) addressed this issue by developing

specialised hardware to perform the search in parallel. Koch (1992) reduced the search

space by using a more complex evaluation criteria: instead of matching just the intensity

of pixels, a gradient vector and match confidence is calculated for a pixel window, giving

a more distinctive description to match.

While many photogrammetric systems have achieved satisfactory results for particular

domains, the correspondence problem forces those systems to compromise

generalisation for automation. Traditional stereo geometry requires correspondence to be

solved, and that is the limiting factor in current techniques.

Computational Stereo

The field of computational stereo can be divided into three distinct areas: the human

visual system, robot vision and image metrology. While all three areas share the

fundamental framework of stereo vision, each has a unique goal, and the methods

employed to reach those goals are very different. In the study of the human visual

system, computer scientists attempt to model parts of the system, and use the

computer models to help gain a better understanding of how human vision works. The

emphasis is placed on biological and psychophysical accuracy, in order to ensure results

remain relevant to the human model. Meanwhile robot vision is aimed at achieving the

more practical goal of navigation and simple object identification. In the case of

navigation, the important result is to avoid obstacles while moving in a Òreal worldÓ

environment. Industrial robots are also required to inspect objects, identify and sort

them into appropriate groups. Both these tasks require some calculation of three

dimensional position, but more emphasis is placed on recognising structure and shape.

The final area of computational stereo, image metrology, closely parallels
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photogrammetry. The goal is to extract measurement of an object, by determining the

three-dimensional coordinates of a series of points on its surface.

Barnard [Barn82] claims that the process of automatically matching features between a

stereo pair of images is Òthe hardest and most significant problem in computational

stereoÓ. This is certainly the case in image metrology research, and the variety of

methods used fall into two broad categories: pixel- and feature-based matching. The

former method attempts to match individual pixels or small clusters of pixels all over the

images, creating a dense depth map, while the latter uses image processing techniques to

identify sparse significant features to match between the images.

Pixel-based methods, such as those proposed by Cappellini et al. (1987), Trivedi (1985)

and Zheng et al. (1990), rely on comparing the intensity value of individual pixels or

small clusters of pixels. Arnold and Binford (1980) noted that pixel-based intensity

matching was prone to variation from camera settings, lighting and so on. Instead, they

proposed a simple feature-based method, identifying edges, which was more robust

under the same conditions. Features are extracted by filter functions and are often edge

pixels, line segments, curves or junctions. Marr and Poggio (1982) proposed the

Laplacian of Gaussian (LoG) filter, which had a very similar effect to its biological

equivalent in the human eye. The LoG filter detects edges by first smoothing in a

circular, Gaussian fashion, then taking the second derivative of the smoothed intensity.

To reduce the extracted feature set and improve the uniqueness of each feature, the

images can be filtered and features matched hierarchically. For example, Jin and Li

(1988) proposed an edge-based hierarchical matching scheme. Edges are extracted by a

selectable-resolution filter function. Matching starts with low resolution, gross features,

and is continually refined to higher resolutions, using the previous resolutionÕs results to
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segment the image and provide depth estimates.

There are clearly more similarities than differences between the fields of

photogrammetry and computational stereo, particularly when considering metric

photogrammetry and image metrology. One notable distinction between the fields is the

use of targets to identify feature points. This is common practise in industrial

photogrammetry, and is often combined with controlled lighting to ensure the targets are

easily identifiable in the images. Conversely computational stereo approaches aim for

generalised solutions, extracting natural feature points or matching clusters of pixels.

Accuracy is seldom quantified, while automation is a key goal.

Shape from Motion

Another popular method for obtaining three dimensional data from visual images is

shape from motion. In such methods, two or more images are captured as the

cameraÑor the sceneÑmoves. The images are captured in rapid succession, so features

within the scene will only move a few pixels from one image to the next. Basic

principles of perspective dictate that features close to the camera will move differently

from those further away. The essential problem is to determine optical flowÑthe

differing motion of various regions within the image sequence. Once motion vectors have

been calculated, they are used to determine the slope of surfaces in the scene.

Many techniques have been proposed to calculate optical flow, for instance differential

methods, region matching, energyÐbased and phaseÐbased techniques. A detailed

description and comparison of examples of these methods can be found in a thorough

review by Barron et al. (1992). All of these methods contain the same broad stages of

processing. Generally the first step involves filtering or smoothing the images, followed

by the extraction of basic measurements of motion. These measurements are then
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integrated into an optical flow field, which itself is smoothed before being used to

determine the surface gradients within the scene.

Monocular Methods

While photogrammetry and computational stereo use stereo pairs of widely spaced

images, and motion techniques use streams of closely spaced images, another class of

methods for calculating depth use single images. Shape from shading analyses the

intensity variations within an image to determine the shape of surfaces. The simplest

form of shape from shading uses a single image, and makes assumptions about the nature

and direction of the light source, as well as the albedo or reflectance properties of the

object itself. The lighting graduations on the surface are then used to determine the

curvature, and consequently the relative depth can be calculated. Bruckstein (1988)

provides an excellent overview of the problem, and a simple recursive procedure to

determine equal-height contours of a surface given a tightly constrained experiment.

Due to the number of assumptions required, single image shape from shading techniques

are numerically unstable and their results may not be reliable. So the method was

extended to photometric stereo where images are captured from the same viewing

position under different lighting conditions. Lee and Kuo (1992) describe two methods

for combining the multiple images: parallel and cascade schemes. The parallel scheme

uses all images at the same time, formulating the intensities into a linear system of

equations. The solution of these equations gives a height field for the scene. By contrast,

the cascade scheme uses a single image shape from shading method for each image

sequentially, where the result from one image is used as a starting condition to constrain

the next.

Another approach uses photometric stereo with structured lighting. For example,
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instead of a conventional light source, Klette et al. (1995) use a single stripe of laser light

projected into the scene. When the stripe of light hits an object it forms a contour line on

the surface, which can be easily extracted from an image. By applying this technique in

many places over the surface of the object, a very accurate model can be made.

Shape from contour uses a technique quite similar to the structured lighting method

described above. Instead of using a laser stripe to illuminate a contour line, the silhouette

of an object is extracted from many images captured as it rotates in front of a camera.

The series of silhouettes can then be assembled and analysed to determine the objectÕs

shape. Unfortunately this algorithm fails with all but the simplest objects, because

concave areas of a surface can be occluded in all of the silhouettes.

A more robust approach is described by Zheng (1994), which identifies an area of

concavity as a discontinuity in the motion of a contour. The details of ZhengÕs method

are beyond the scope of this paper, but one important aspect is the detection of

occluded regions in an epipolar plane image, which is formed by extracting a single

selected line from many images, and stacking them all together. Such a process is similar

to that used, albeit for a different purpose, by the method proposed in this paper. Other

shape from contour methods extract structure from a series of contours by recognising

junctions or generalised cylinder, Ulupinar and Nevatia (1992/95).

Another type of single image method determines shape by recognising scene structure.

These model based approaches, reviewed by Chin (1986), while particularly important

in industrial applications, are not related to the method proposed in this paper, and are

mentioned only for completeness.

All of the methods described above have proven to be successful in particular cases. All
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have constraints, however, including adding reference to the scene, controlling the

lighting or making assumptions about the reflective properties of the surface.

SPATIAL DATA CAPTURE FROM FUNCTIONAL MOTION

An alternative approach for calculating depth from images is based upon the principles

of photogrammetry, while circumventing the correspondence problem. In doing so many

restrictions of other methods are avoided: no reference points are required, nor special

markers on the object. Where photogrammetry requires a widely spaced pair of images,

the new method uses a dense image set. The motion of the camera relative to the scene is

determined by a simple function. Data from the camera is treated as a three dimensional

block, consisting of X and Y spatial dimensions, and a temporal dimension. Figure 3

illustrates this spatiotemporal volume. Interesting features are tracked as they move

within this space; the function of their motion determines the three dimensional location

of each feature in space.

Bolles, Baker and Marimont [Boll86 and 87] first proposed slicing through the XT

plane of a spatiotemporal volume to form an epipolar plane image (EPI). They noted

the relationship between the path of a feature within the spatiotemporal volume, and the

three dimensional coordinates of that feature in the scene. The aim of their research was

a robot  vision system, where a measurement of free-space within a scene was more

important than measuring individual objects. Hence the purpose of their EPI analysis

was to calculate depth and determine occlusions, which proved to be successful.

However, they did not establish the relationship between the EPI analysis and the

process of traditional photogrammetry.
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Figure 3:  Spatiotemporal Volume

Left: Camera films the scene as 

block moves from left to 

right.

Below: Three frames from the image 

sequence.

Bottom: Frames are stacked to form 

XYT volume.

Since the relative motion between the camera and the scene is known, the general form of

the motion of points within the spatiotemporal volume can be determined. Furthermore,

the precise motion of every feature point is a parametrised form of the general case,

where the parameters relate directly to the three dimensional position of each point in

the scene. Hence the mapping from the given XYT coordinates to the desired XYZ

coordinates becomes a task of fitting data to a function by adjusting these parameters.
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front surface

rear 
surface

Figure 4:   Epipolar Plane Image

This is an epipolar plane image taken from the 

spatiotemporal volume in Figure 3. Time is shown on 

the vertical axis. The front and side surfaces of the cube 

have formed bands through the EPI, where the gradient 

of each edge is proportional to its position in XYZ space. The front edges are 

parallel to each other and at a different angle to the rear edges.

Linear Motion Example

The simplest case of the proposed method is linear motion. This will arise, for example,

when the camera is stationary while an object moves past it. As the object moves,

frames from the camera are captured to form a dense spatiotemporal volume. This

volume can be segmented into XT slices: each image plots the paths of points on the

object at one height, or Y value, in the XY frames. By considering the apparent motion

of individual points over time, it can be observed that points at different distances from

the camera move at different apparent velocities. All points move in straight lines, but
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those closer to the camera appear to move faster than those farther away. Imagine

looking out the window of a moving train: trees close to the railway line appear to rush

past in a flash, while mountains in the distance appear to move very slowly. When

viewing this motion as an epipolar image, objects at different distances from the camera

appear as lines of different angles. Measuring the angle between the lines allows a direct

calculation of the difference in distance from the camera, and hence the size of the object.

For example, Figure 4 shows an EPI from the spatiotemporal volume shown in Figure 3.

Note in this case the object moved through the scene while the camera stayed still.

Hence the stationary background forms vertical stripes, while the object itself forms

diagonal bands. From the epipolar plane image, it is easy to see the relationship between

the path of a point in XYT and its location in XYZ. In this case, the function is a

straight line, where the gradient is proportional to the depth of the point from the

camera.

Figure 5:   Parallax measurement in Photogrammetry

The distance is measured from the centre-line to the point of interest in each 

image. Parallax is then calculated as the measurement difference between one 

image and the other.

Xf

Xb

Xf

Xb

X’f

X’b

X’f

X’b
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Now consider this case in traditional photogrammetric terms. Instead of a continual

sequence of images, a stereo pair is selected (Figure 5). To calculate the depth of the

cube, a parallax measurement is required for the front and rear surfaces.

Pf = Xf - X’f
Pb = Xb - X’b (1)

Given the camera baseline and focal length, depth can be calculated:

D = Bf
1
Pf

− 1
Pb







(2)

Figure 6 demonstrates how the stereo pair images form two lines of the EPI, allowing

the parallax measurement to be made directly. The ratio of spatial to temporal resolution

in the XYT volume is 1:1, so the camera baseline is equivalent to the vertical distance

between the stereo pair slice in the EPI. Hence equation (2) can be expressed as:

D = f tan fθ − tan bθ( ) (3)

For the linear motion case then, the proposed method can be expressed in terms of

traditional photogrammetric approaches.

Rotational Motion Example

This method extends to rotational motion. As an object rotates before a camera, or the

camera rotates around the object, individual points on its surface form sinusoidal paths

in an epipolar image. Consider watching a glass of water placed at the edge of the

turntable inside a microwave oven. The glass appears to move back and forth

periodically: plotting this motion against time produces a sinusoidal curve. Now

consider a second glass in the microwave, closer to the centre
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Figure 6:   Stereo Pairs in an EPI

The stereo pair from Figure 5 can be considered as two lines within the EPI. 

Consequently the parallax can be measured directly from the EPI, and is 

proportional to the angle of the bands.

Pb

θf θb

PfPf

than the first. The epipolar image will contain two sinusoids, one with a smaller

amplitude than the other. If the two glasses are in line with the centre, the sinusoids will

be in phase. Shifting the first glass around the edge of the turntable will give the large

amplitude sinusoid a different phase to the small amplitude one. By extracting the phase

and amplitude of each sinusoidal curve in an epipolar image, the position of each tracked

point relative to the camera can be calculated. Again this allows the size of the object to

be determined.

In Figure 7 a cube is rotated around its centre and the XYT volume is formed and sliced

through an XT plane. Figure 8 shows the resulting EPI, with one edge highlighted as it

moves through the spatiotemporal volume. In this example, because the cube was

rotated around its centre, all four edges form sinusoids with the same amplitudes, but

different phases. The amplitudes and phases of the sinusoids are extracted and used to
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Figure 7:  Spatiotemporal Volume

Left: Camera films the scene as 

block rotates about its centre.

Below: XYT volume sliced to show 

an EPI.

locate the edges in three dimensional space, in polar coordinates (Figure 9). Since all the

sinusoids have the same amplitude, the edges are all the same distance from the centre.

Similarly the phase of the sinusoids are at 90¡ intervals, as are the edges of the cube in

polar coordinates.

Also note that the sinusoids are occluded for half of the EPI: the functional nature of

each pointÕs locus means once the parameters have been determined, the point can be

ÒfoundÓ when it reappears after occlusion.
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Figure 8:   EPI of Rotational Motion

The motion path of each edge is sinusoidal. Time is shown on the 

vertical axis. Note the highlighted edge becomes obscured then 

reappears in an expected location.

Figure 9:   Location using Polar Coordinates

To locate the edge highlighted in Figure 8, the extracted phase determines 

the rotation and the amplitude determines the distance from the centre.

centre of rotation

amplitude

phase

feature 
location
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Slice A Slice B Slice C

Slice A

Slice B

Slice C

rotation

Figure 10:   Complex Example of Rotational Motion

Top: The locomotive is rotated about its centre as the images are captured.

Bottom: Three EPIs from different positions within the spatiotemporal volume. 

Slice A shows the smoke-stack, bell top and cab roof, with clearly 

distinguishable phases and amplitudes. Slice B shows the boiler and cab. 

Slice C shows the front and rear buffers, including overhang at the rear.
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Figure 10 shows a more complex example of rotational motion. The locomotive has been

rotated about its centre, and the captured images formed into a spatiotemporal volume.

Three EPI slices are shown from various heights within the volume. The first slice

contains three sinusoidal bands, representing the smoke stack, bell top and cab roof.

These bands clearly show the relationship between the phase and amplitude of each

sinusoid, and the position of the feature in polar coordinates. Similarly the other slices

show identifiable features as sinusoidal stripes.

Figure 11 shows an example of real video data, using the toy locomotive simulated in

Figure 10. Klette et al. noted the transition from noiseless simulated data to noisy real

data can be catastrophic for shape from motion techniques. Recall that such techniques,

however, rely on calculating optical flow fields between consecutive frames, and use

iterative methods to smooth the fields and calculate surface gradients. It is clear from the

EPI slices in Figure 11 that tracking points through a dense spatiotemporal volume is

more robust in noisy data than methods using only a few images.

Hierarchical Filtering Methods

To extract the parameters of the functional motion of each point, it is necessary to track

points through the spatiotemporal volume. As Bolles et al. pointed out, the consistent

image density of the spatial and temporal dimensions allows the data to be treated as a

purely spatial image. Hence normal filtering and edge detection techniques work in all

dimensions; for example a LoG operator can be applied to an EPI to find edges in the

motion paths.

A data crawler can be used to step through the XYT volume, attempting to follow a

feature point. Each step is determined by a set of constraints: firstly the neighbouring

pixels are examined to find the candidates for a closest match given some standard image
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processing criterion. This search is constrained by the knowledge that all the pointsÕ

motion is planar within the spatiotemporal block, and furthermore the motion will be

functional. Hence the search space is reduced to a region fitting the general profile of the

motion. As the motion path of a point is extracted, the error bounds are gradually

reduced, so the search constraints can be tightened.

Given the density of the spatiotemporal volume, it would be impractical to attempt to

follow every pixel individually. Hence a hierarchical filtering approach is used, similar to

RosenholmÕs multi-resolution filtering for feature matching. Initially a very broad filter

extracts only the most distinct features, which are easily tracked. Once the motion paths

of the top level features are determined, they can be used to segment the image for

further processing. Multiple passes using progressively finer filters can then add detail

to the model, using structure determined at higher levels to constrain the search space.

CONCLUSION

A new method for extracting spatial data from motion video has been proposed. The

theory behind the linear and rotational motion has been established, and the methods for

extracting parameters for the generalised functional motion of points have been

determined. Examples of simple and complex cases with simulated and real data

demonstrate that this method shifts the difficult task of solving correspondence to the

simpler domain of tracking edges and fitting data points to functions.

The new method requires functional motion between the camera and scene, currently

demonstrated for the first and second order cases. Ideally it would be possible to walk

around any object with a hand held camera, and then have a computer system

automatically produce a three dimensional model of that object. This research is an

important step along the way.
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Figure 11:   Real Video of Rotational Motion

Top: The locomotive is rotated on a turntable as the images are captured.

Bottom: Three EPIs similar to those in Figure 10. Note the sinusoidal bands 

are still clearly visible in the noisy video data.

Slice A Slice B Slice C

Slice A

Slice B

Slice C

rotation
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