
How do norms emerge in multi-agent societies? - Mechanisms design

Bastin Tony Roy Savarimuthu, Maryam Purvis, Stephen Cranefield and Martin Purvis
Department of Information Science

University of Otago
P O Box 56

Dunedin, New Zealand
(tonyr,tehrany,scranefield,mpurvis)@infoscience.otago.ac.nz

Abstract

Norms are shared expectations of behaviours that exist
in human societies. Norms help societies by increasing the
predictability of individual behaviours and by improving
co-operation and collaboration among members. Norms
have been of interest to multi-agent system researchers as
software agents intend to follow certain norms. But, owing
to their autonomy, agents sometimes violate norms which
needs monitoring. There are two main branches of research
in normative agent systems. One of the branches focuses on
normative agent architectures, norm representations, norm
adherence and the associated punitive or incentive mea-
sures. The other branch focuses on two main issues. The
first issue is on the study of spreading and internalization of
norms. The second issue that has not received much atten-
tion is the emergence of norms in agent societies. Our objec-
tive in this paper is to propose mechanisms for norm emer-
gence in artificial agent societies and provide initial exper-
imental results.

1. Introduction

Norms are behaviours that are expected by the members
of a particular society. These expected behaviours are com-
mon in human societies and sometimes even in animal [8]
societies. The human society follows norms such as tipping
in restaurants, exchange of gifts during Christmas, dinner
table etiquettes and driving vehicles on the left or right hand
side of the road. Some of the well established norms may
become laws.

The norms are of interest to researchers because they
help to improve the predictability of the society. Norm ad-
herence enhances co-ordination and co-operation among
the members of the society [3, 20]. Norms have been of in-
terest in different areas of research such as sociology, eco-
nomics, psychology and computer science [11].

Sociologists and economists are divided on their view
of norms based on the theories ofhomo economicusand
homo sociologicus[11]. The former view is argued to be
guided by rationality and the later by the quasi-inertial
forces of the social environment. Sociologists consider that
the norms are always used for the overall benefit of the so-
ciety. Economists on the other hand state that the norms ex-
ist because they cater for the self-interest of every mem-
ber of the society and each member is thought to be rational
[15]. A more integrated view of norms from sociology and
economics point of view is provided by Conte and Castel-
franchi [9, 11].

Applying social theories in multi-agents is synergetic as
agents are modelled using some of the social concepts such
as autonomy and speech act theory. Both the disciplines
complement each other as agents serve as a platform to
design, test and validate social theories. Some researchers
[5, 24] have undertaken agent based simulations of social
theories. Even though researchers in different fields have
been trying to answer questions such as why agents follow
certain norms and the implications of not following these
norms, there has been limited work on mechanisms that pro-
pose the emergence of these norms. In this paper we explain
our initial effort towards the emergence of norms.

This paper is organized as follows. Section 2 gives an
overview of the background information related to our work
on normative agent systems. Section 3 provides the descrip-
tion of two mechanisms for norm emergence. In section 4,
the experimental results are described. A discussion of the
results obtained and how our work differs from other re-
searchers is also provided in Section 4. The conclusions are
presented in Section 5.1

1 The primary author is a student.



2. Background

In this section we describe different types of norms and
the treatment of norms in multi-agent systems. We also de-
scribe the work related to norm emergence.

2.1. Types of norms

Due to multi-disciplinary interest in norms, several defi-
nitions for norms exist. Habermas [16], one of the renowned
sociologists, identified norm regulated actions as one of
the four action patterns in human behaviour. A norm to
him meansfulfilling a generalized expectation of behaviour,
which is a widely accepted definition for social norms.
Researchers have divided norms into different categories.
Tuomela [22] has categorized norms into the following cat-
egories.

• r-norms (rule norms)

• s-norms (social norms)

• m-norms (moral norms)

• p-norms (prudential norms)

The rule norms are imposed by an authority based on an
agreement between the members. Social norms apply to
large groups such as a whole society (for example, a society
of students). The moral norms appeal to one’s conscience.
The prudential norms are based on rationality. When mem-
bers of a society violate the societal norms, they are either
punished or imposed with certain sanctions.

Many social scientists have studied why norms are ad-
hered. Some of the reasons for norm adherence include:

• fear of authority

• rational appeal of the norms

• feelings such as shame, embarrassment and guilt that
arise because of non-adherence.

Elster [11] categorizes norms into consumption norms
(e.g. manners of dress), behaviour norms (e.g. norm against
cannibalism), norms of reciprocity (e.g. gift-giving norm),
norms of cooperation (e.g. voting and tax compliance) etc.

2.2. Normative multi-agent systems

The research of norms in multi-agent systems is fairly re-
cent [20, 5, 10]. Norms in multi-agent systems are treated as
constraints on behaviour, goals to be achieved or as obliga-
tions [7]. There are two main research branches in norma-
tive multi-agent systems. The first branch focuses on nor-
mative system architectures, norm representations and norm
adherence and the associated punitive or incentive mea-
sures.

Lopez et al. [25] have designed an architecture for nor-
mative BDI agents and Boella et al. [4] have proposed a dis-
tributed architecture for normative agents. Some researchers
are working on using deontic logic to define and represent
norms [14, 4]. Several researchers have worked on mecha-
nisms for norm compliance and enforcement [17, 2, 3]. A
recent development is the research on emotion based mech-
anism for norm enforcement by Fix et al. [13].

Conte and Castelfranchi [9] have worked on integrated
view of norms. Their views are similar to that of Elster [11].
The second branch of research is related to emergence of
norms.

2.3. Related work on emergence of norms

The second branch focuses on two main issues. The first
issue is on norm propagation within a particular society. Ac-
cording to Boyd and Richerdson [6], there are three ways by
which a social norm can be propagated from one member of
the society to another. They are

• Vertical transmission (from parents to offspring)

• Oblique transmission (from a leader of a society to the
followers)

• Horizontal transmission (from peer to peer interac-
tions)

Norm propagation is achieved by spreading and internal-
ization of norms [5, 24]. Boman and Verhagen [5, 23, 24]
have used the concept of normative advice (advise from the
leader of a society) as one of the mechanisms for spreading
and internalizing norms in an agent society. Their work fo-
cuses on norm spreading within one particular society and
does not address how norms emerge when multiple societies
interact with each other. The concept of normative advise in
their context assumes that the norm has been accepted by
the top level enforcer, the Normative Advisor, and the norm
does not change. But, this context cannot be assumed for
scenarios where norms are being formed (when the norms
undergo changes).

So, the issue that has not received much attention is the
emergence of norms in multi-agent societies. But, there are
lots of literature in the area of sociology on why norms are
accepted in agent societies and how they might be passed
on. Karl-Dieter Opp [18] has proposed a theory of norm
emergence. Epstein [12] has proposed a model of emer-
gence based on the argument that the norms reduce individ-
ual computations and has provided some results. Our objec-
tive in this paper is to propose mechanisms for norm emer-
gence based on the concept of oblique norm transmission
in artificial agent societies. We also provide our experimen-
tal results.



Figure 1: Architecture of collective individual feedback mechanism for norm emergence

3. Proposed mechanisms

In this section we propose and demonstrate mechanisms
that help norm emergence when different agent societies
with different norms interact with each other.

Assume that two agent societies with different norms
inhabit a particular geographical location. When these so-
cieties are co-located, interactions between them are in-
evitable. When they interact with each other, their individ-
ual societal norms might change. The norms may tend to
emerge in such a way that it might be beneficial to the so-
cieties involved. Our working hypothesis isInteractions be-
tween agent societies with different norms in a social envi-
ronment (with a shared context), results in the convergence
of norms. Norm convergence results in the improvement of
the average performance of the societies.

To demonstrate our hypothesis we have experimented
with agents that play the Ultimatum game. The shared con-
text of interaction is the knowledge of the rules of the game.
This game has been chosen because it is claimed to be so-
ciologists’ counter argument to the economists’ view on ra-
tionality [11].

3.1. Ultimatum game

The Ultimatum game [21] is an experimental economics
game in which two parties interact anonymously with each
other. The game is played only once against another player,
so reciprocation is not an issue. The game is played for a
fixed sum of money (sayx dollars). The first player pro-
poses how to divide the money with the second player. Say,

the first player proposesy dollars to the second player. If the
second player rejects this division, neither gets anything. If
the second accepts, the first gets (x-y ) dollars and the sec-
ond getsy dollars. For example, assume that each game is
played for a sum of 100 dollars by two agents, A and B. As-
sume that A offers 40 dollars to B. If B accepts the offer,
then A gets 60 dollars and B gets 40 dollars. If B rejects the
offer both of them do not get any money.

3.2. Concepts used in simulation environment

In this section we describe the concepts associated with
our work, the experimental set up and the parameters used.

3.2.1. Concepts used -An agent society is made up of a
fixed number of agents. For our experiments we have de-
signed two kinds of societies, namely selfish and benev-
olent societies as shown in figure 1. Society 1 and Soci-
ety 2 correspond to selfish and benevolent societies respec-
tively. Society 1 is modelled after the materialistic world
where agents try to maximize their personal income. Selfish
agents propose least amount of money and accept any non
zero amount. The second kind of society is the benevolent
society such as the Ika tribe of Ethiopia [11]. The benev-
olent agents are generous agents. They propose more than
the fair share2. But, they expect nothing less than the fair
share. They also reject high offers.

Each agent has two types of norms:

2 The fair share for an agent playing Ultimatum game
for a sum of 100 dollars is 50 dollars. Source -
http://www.sciencemag.org/cgi/content/full/289/5485/1773.



• Group norm (G norm)

• Personal norm (P norm)

The G norm is shared by all the members of the society.
The P norm is internal to the agent and it is not known to
any other member.

Autonomy is an important concept associated with
choosing either a G norm or a P norm when an agent in-
teracts with another agent. When an agent is created,
it has an autonomy value between 0 and 1. Depend-
ing upon the autonomy value, an agent chooses either
the G norm or the P norm. For example, if the auton-
omy of an agent is .4, it chooses P norm four times and the
G norm six times out of ten games.

Normative Advisor is one of the agents in the society,
which is responsible for collecting the feedback from the
individual agents. It modifies the G norm of the society and
advises the change to all the members of the society. As
shown in figure 1, the Normative Advisor agents of the two
societies are A3 and B3 respectively.

3.2.2. Experimental parameters - The G norm and P
norm are made up of two sub norms namely the proposal
norm and the acceptance norm. The proposal norm corre-
sponds to the range of values (minimum and maximum val-
ues) that an agent is willing to propose to other agents. The
acceptance norm corresponds to the range of values that an
agent is willing to accept from other agents.

A sample G norm for an selfish agent looks like the fol-
lowing where min and max are the minimum and maximum
values when the game is played for a sum of 100 dollars.

• G-Proposal norm (min=1, max=30)

• G-Acceptance norm (min=1, max=100)

The representations given above indicate that the group
proposal norm of the selfish agent ranges from 1 to 30 and
the group acceptance norm of the agent ranges from 1 to
100. A sample P norm for a selfish agent might look like
the following:

• P-Proposal norm (min=10, max=40)

• P-Acceptance norm (min=20, max=100)

Initially the G norm of a society is assigned with a par-
ticular value which will be shared by all the members of the
society. The personal norms will vary from one agent to an-
other. An agent can accept or reject a proposal based on the
norm it chooses (which is based on its autonomy).

3.3. Mechanism 1 - Collective feedback from indi-
vidual agents

In this section we describe our mechanism for norm
emergence that is based on collective feedback of individ-
ual agent experiences when playing the Ultimatum game

against agents in the other society. The agents have a com-
mon G norm to start with. They also have an internal P
norm. Both the norms continuously evolve based on social
learning to maximize the benefit of the society. In the con-
text of Ultimatum game, the goal is to improve the perfor-
mance of the overall society while maximizing their own
benefit.

As shown in figure 1, the mechanism consists of three
steps. Step 1 refers to one iteration of game play. In one it-
eration, every agent in a society plays an equal number of
games against all the agents in the other society. After the
end of each game the agents record the history of interac-
tions (both successes and failures). At the end of each it-
eration, all the agents submit their successful proposal and
acceptance values to the Normative Advisor Agent of their
society. This is indicated by step 2 in the architectural dia-
gram. The algorithm that describes steps 1 and 2 is shown
in figure 2.

Figure 2: Algorithm that describes the collective feedback
mechanism

Figure 3 explains, how the Normative Advisor Agent
works (step 3 of the architectural diagram). The Normative
Advisor Agent uses the average successful values submit-
ted by all the agents in a society and derives the new G
norm value for the group. In each iteration the Normative
Advisor Agent fractionally increases or decreases G norm
values for a society so that it can accommodate the norms
of the other society. This mechanism will reduce the over-
all losses and increase the overall income. After each itera-
tion, the group norm will be propagated to all the agents in
the society.

Figure 3: Algorithm that describes how a Normative Advi-
sor Agent works

Similar to the G norm, P norm of an agent will also
change continuously. While G norm changes only at the



end of each iteration, P norm changes within each iteration.
When an agent chooses P norm over G norm, the outcome
of that game determines whether the P norm will change or
not. For example, when an agent’s proposal that is based on
a P norm is rejectedn consecutive times, the agent modi-
fies its P norm. The agent modifies its P norm fractionally
so that it moves closer to the G norm.

3.4. Mechanism 2 - Using Role Model Agents

This mechanism is a modified version of the collective
feedback mechanism. Here, we use the concept of Role
Models. The Role Models are agents whom the societal
members may wish to follow. The inspiration is derived
from the human society where one might want to follow
successful people as a guide. The Role Model Agent will
provide normative advise only to those agents that ask for
help. In this mechanism (shown in figure 4), each agent has
only a P norm. This decision has been made to test the im-
plications of not having a G norm on norm emergence.

Figure 4: Architecture of the mechanism that uses Role
Model Agent

At the end of each iteration the Role Model Agent col-
lects the feedback from all the agents in the society. Based
on the successful acceptances of proposals, it modifies its
P norms. An agent can choose to ask for advise from the
role model agent. For example, whenever an agent’s pro-
posal is rejectedn times, the agent asks for advise from the
Role Model Agent. The Role Model Agent sends the feed-
back to that agent. The agent is autonomous to choose or

ignore the advice (in the previous mechanism, each agent
accepts the G norm as advised by the Normative Advisor
Agent). The agent modifies its P norm based on the advise
it receives from the Role Model Agent.

So, this mechanism is different from the previous mech-
anism in two ways namely the omission of G norm and the
option to accept or reject the advice based on autonomy.
Also, there can be more than one Role Model Agents in
a society. An agent can choose to follow one of the Role
Model Agents.

4. Experimentation and results

The agents in our experiments are built on Otago Agent
Platform [19] and they communicate using FIPA ACL mes-
sages [1]. Our experimental set up is made up of two so-
cieties with 50 agents in each society. In each iteration an
agent plays the ultimatum game with all the players in the
other group. The games were played over a fixed number
of iterations (5 to 5000). In the first experiment the agents
do not use the designed mechanisms. In the second and
third experiments, the agents use mechanisms one and two
respectively. At the end of each experiment, we observe
whether norms emerge (whether the proposal norms stabi-
lize or not). The initial G norms associated with the three
experiments are given below.

• G-Proposal norm for selfish society (min=1, max=30)

• G-Acceptance norm for selfish society (min=1,
max=100)

• G-Proposal norm for benevolent society (min=55,
max=70)

• G-Acceptance norm for benevolent society (min=45,
max=55)

Figure 5: Performance of societies based on initial societal
norms



In our experimental set up the minimum and maximum
values are parameterized and can be changed easily. We
have chosen these sample values to demonstrate the results
that we obtained.

4.1. Experiment 1 - Societies that resist changes

Assume that the two societies that play the Ultimatum
game resist changes to their G norms and P norms. In this
scenario the G norms are the same across all agents in one
society. The P norms will be different from one agent to an-
other. The agents do not change their G or P norms over all
iterations. The results of the average game money won by
both the societies in this scenario is shown in figure 5. It
can be observed the performance of both the societies are
well below what could be achieved by both the groups if
they were rational such as the Utopian Society. Utopian So-
ciety, in its most common and general meaning, refers to a
hypothetical perfect society. It is synonymous to a fair soci-
ety where the average income for the Ultimatum game will
be 50. When sociologists conducted Ultimatum game ex-
periments in modern societies, many of the societies pro-
posed the fair 50-50 split. This indicates that thenorm of
fairnesshad evolved in these societies [11].

The performance of the selfish society in this experi-
ment is better than the benevolent society because the self-
ish agents accept any non zero proposal.

4.2. Experiment 2 - Societies that use collective
feedback from agents

In this experiment both the societies use the collective
feedback mechanism. Figure 6 shows the G-Proposal norm
changes of the benevolent as well as the selfish societies
over 100 iterations. It can be observed that both the groups
are continuously changing their G-Proposal norm to accom-
modate the G-Proposal norm of the other group. Initially,
the G-Proposal norm values for the benevolent group de-
crease because the Normative Advisor Agent changes the
the norm closer to the selfish societies’ G-Proposal norm
(based on the collective feedback). For the same reason the
G-Proposal norm values for the selfish society increase (till
iteration 32). Then, the norms in both the societies oscillate
to move closer to each other. When, one societies’ maxi-
mum and minimum values are closer to the other, the G-
proposal norms start to converge (around iteration 80).

These experiments show that the overall performance of
the societies have improved as a result of norm emergence
as shown in figure 7. It can also be observed that the ideal
values are not reached as the agents are autonomous and
may choose to ignore the G norm particularly when the au-
tonomy values are high. But, when the number of iterations

increased to 5000, the outcomes were closer to thenorm of
fairness.

Figure 7: Comparison of performances before and after
norm emergence

4.3. Experiment 3 - Societies that use Role Model
Agent mechanism

In this experiment both the societies use the mecha-
nism based on Role Model Agents. We have used one Role
Model per society. The result of this experiment is simi-
lar to that of the previous experiment. The convergence re-
sults were similar to that of figure 6. But, the average G-
Proposal norm values obtained using this mechanism were
marginally lower (2 to 6% decrease in initial iterations) than
the previous mechanism.

4.4. Comparison of the proposed mechanisms

Figure 8 shows the comparison of the two proposed
mechanisms. It can be observed that there is not much dif-
ference between the convergence of both the mechanisms.
But, the second mechanism trails to a smaller extent when
the number of iterations are low. This is because, mecha-
nism one uses both the P norms as well as the G norms.
When G norms and P norms are chosen based on the au-
tonomy value, the chances of an agent improving the av-
erage score is higher in mechanism one than mechanism
two. For example if the autonomy value of an agent is .5, it
chooses the G norm five out of 10 times in the first mech-
anism. So, the chances of this agent increasing its perfor-
mance is higher than an agent that uses the second mecha-
nism that does not have the concept of G norm. So, mecha-
nism one produces higher performance averages than mech-
anism two. But, the average scores for both the mechanisms



Figure 6: Emergence of norms based on collective feedback

are the same for larger number of iterations. This is because
over large iterations, the changes to the G norm or P norm
are marginal from one iteration to the next.

Figure 8: Comparison of proposed mechanisms

4.5. Discussion

Our work is different from other researchers in this area
as we use the concepts of oblique transmission in the mech-
anisms we have proposed. Verhagen’s thesis [23] focuses
on the spreading and internalizing of norms. This assumes
that a norm is agreed or chosen by a top level entity (say, a
Normative Advisor) and this G norm does not change. The
G norm is spread to the agents through the normative ad-
vise using a top-down approach. Our work differs from this
work as we employ a bottom-up approach through the col-
lective feedback mechanism. Another distinction is that our

work focuses on norm emergence across societies while the
former concentrates on norm propagation in one particu-
lar society. In our work both the P norm as well as G norm
evolve continuously. In their work, P norm changes to ac-
commodate the predetermined G norm. In a nutshell, the
difference between the two works is that of norm propaga-
tion versus norm emergence.

The success of norm emergence using the proposed
mechanisms can be explained by the theory ofinstrumen-
tality propositionproposed by Karl-Dieter Opp [18]. The
four positive criteria for norm emergence specified by Karl
are given below.

• Homogeneity of goals G- In our experiments, the goal
of an agent was to maximize it’s personal and societal
income.

• Knowledge that a norm N leads to G- The agents in
our system worked towards establishing a norm that
leads to an increase in overall score of the society.

• Knowledge that behaviour B leads to N- The agents
are aware that by reporting their experience to the Nor-
mative Advisor Agent, they can help to achieve the
group goal.

• Incentives to perform B- The agents know that they
can increase their own personal score by providing
feedback and receiving the advice. Another incentive
for an agent to report experiences is its eagerness to
predict other agents’ behaviour (e.g. knowing the ac-
ceptance range of the other agent).

We agree that the experiments described in this paper are
limited. The norm emergence results shown in this paper



have used the proposal norms while maintaining the same
values of acceptance norms in both the groups. Further ex-
periments should be undertaken to explore the emergence of
both kinds of norms. We will experiment with more num-
ber of Role Model Agents which would be of interest as
each Role Model Agent will advise a sub-group of agents
within a society.

The current experiments use two kinds of societies. We
are interested to undertake social simulations to observe
what emerges when three or more societies with different
norms interact with each other. We will incorporate the idea
of horizontal norm transmission where norms can emerge
due to peer to peer interactions. These peer to peer interac-
tions will use normative referrals. Furthermore, we are plan-
ning to experiment with the emergence of norms in scenar-
ios that involve negotiations among agent societies such as
buyer-seller societies in electronic markets and Web Ser-
vice implementer-consumer societies.

5. Conclusions

We have explained two mechanisms for norm emergence
in artificial agent societies. The first mechanism used col-
lective feedback of individual agent experiences. The sec-
ond mechanism used the concept of Role Model Agents.
We have demonstrated the use of oblique norm transmis-
sion in these mechanisms for norm emergence. We have
shown our initial experimental results. We have compared
our work with the researchers in this area and also discussed
the future work.
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