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Abstract

e Tasks are
requirements.

heterogeneous and have various
In addition tasks have time stamps

In a multi-agent system, a single agent may not be which indicate the expiry time of tasks.

capable of completing complex tasks. Therefore
agents are required to form a team to fulfill thesk
requirements. In this paper an agent model is
introduced that facilitates cooperation among agent
A multi-threaded multi-agent simulation framewosk i
designed to test the model. The experimental teesul
demonstrate that the model is significantly uséful
achieving cooperation under various environmental
constraints. It also allows agents to adjust their
teammate  selection strategies according to
environmental constraints.

1. Introduction

Typically, agents deployed in open environments

may have different expertise and desires and act as"

self-interested entities to achieve their corresiomnm
goals. In such systems, it is not possible to ifpec
priori the contexts in which an agent might need to
interact with another for its service requirements.
addition, in a dynamic environment it is criticalrf

In this scenario, agents are required to find enteate
and complete a task before time expires. Agents
working on a task receive some reward if they penfo
the task before the time expires. The reward seta
on the quality of work that the team has provided.
Quality of work represents the degree to whichtés

is completed, which is proportional to the team
capabilities undertaking the task. In addition to
capabilities, agents have attitudes. The attituafesn
agent impact the behaviour of the agent for tearamat
selection [1]. Here, the behaviour of an agentaias
teammate selection is referred to as the “decision
strategy” of the agent.

A multi-threaded Java framework was designed to
examine the proposed model. In this frameworlkheal
essages are asynchronous, and agents may accept or
reject to help the requesting agent based on their
attitudes. The framework deploys robotic agents in
which each agent represents a robot. The simulatio
results demonstrate the effect of agents’ attitumles
teammate selection strategies on rewards achieyed b

agents to be able to adapt to changes in the@dents when cooperation is required. They alswsh

environment by identifying the most influential asgs
of multiple constraints.
This paper introduces a multi-dimensional model
for partner selection based on attitudes and chjedi
In this model all agents are self-interested autumgs
entities, and there is no central mechanism torobnt
the system. The model allows autonomous agents
interact with each other and facilitates cooperatio
when required. The scenario studied in this paper
the following:
» Agents have different capabilities
different tasks;
» The capabilities are designed in such a way thett ea
agent is expert at only one capability, so coojanat
of a team of robots is required to complete a task;

required for

td

that by using this multi-dimensional preference siod
agents can adapt to changes in the environment by
adjusting their attitudes. Moreover, the effect of
referrals on agent’s performance is studied.

The rest of the paper is organized as follows.
Section 2 discusses related work. Section 3 de=xri
he environment and agent model. Section 4 details
different strategies that agents may employ. 8edi
describes the simulation framework. Section 6
describes the learning mechanism. In Section 7 the
experimental results are discussed, and section 8
concludes and outlines future work.

2. Related Work

Airiau et. al [2] proposed a peer-to-peer approach
to bring agents with complementary interests and



competences together. Agents team up to form self-it is assumed that a team is made up of two agents.
sustaining teams of agents that can share theirHowever, the model could be easily extended to
knowledge. Duttat. al.[3] showed that by deploying include more agents in a team. Each agent
a simple learning mechanism, self-interested agentsparticipating in performing a task is rewarded by a
with complementary expertises can learn to rec@gniz monitoring agent who oversees the simulation
cooperation possibilities and develop stable andenvironment. The goal of each individual agentois
mutually beneficial partnerships. However in these maximise its own reward.

works the distribution of task types are uniformda

agents behaviors are fixed. 3.1. Environment
Senet. al [4] deployed a simple reinforcement
learning mechanism in a large population of inténac The environment is divided into several spatial

agents. Their results show that simple reinforséme regions. A RFID tag is assumed to be deployed in
learning produces robust results relating to teameach region and holds some information with respect
formation. In their work favorable partnerships ar the geographical coordinates of the region and thiso
predefined, and agents learn to recognize themn Ah presence of tasks. The RFID tag of each region is
et. al. [5] introduced the concept of attitudes as a called the environment tag. Agents are able ¢atitly
mechanism for choosing a partner. Attitudes define their own positions by reading the coordinate
how an agent selects a partner by consideringrdiffe  information of the nearest environment tag.
situations. They also show how learned attitudsp h
in teammate selection. 3.2. Agent Model

The present work employs the concept of attitudes

in a multi-agent_ scenario, in WhiCh each agent In this model each agent is equipped with a RFI® ta
represents a mobile robot. The attitudes of amtage and a RFID reader Each agent is capable of

|mpac'.t its teammate selgctlon strategy. He_re eaChcommunicating with other agents that are within the
robot is able to interact with only those robotsiahh reading radio range of its RFID reader. The agent

arelzmtr_\;ﬂ the sartne spatlgll r?glqnt. Intmo.tsht gmmlo RFID tag holds the agent's identification number,
work, eltner agents are ablé 1o interact wi 0 position, and capabilities. The information on BIR

agents of the system, or all _agents are pro_videu_wi tag of an agent could be read by any other agextt th
the same Sft OthaSkS a”dG”e'ghborS to Pro"'d‘f’l"!‘“'f has this agent within its visibility field. The gition
conditions for all agents [6]. However, in real Ithu information enables agents to estimate their digtan

robot systems this assumption is us_ually not vialfe from their neighbors when selecting teammates. As
scenarios such as earthquakes or fires, there map b agents move into an environment, they update their

Spss.'t?'l'.ty forf glolial C?_?]tmI over the lr(lumber and position information by reading the nearest
istribution of tasks. e current work assumes a g iconq RFID tag.

random distribution of tasks and agents to provade
realistic 'scenario in Whl_ch the density o_f tasksl an 351 Capability
agents in different regions of the environment is
variable.

Some other works assume that there is a pool of

partner agents for the selection of teammatesTlis of each robot are fixed and do not change over.time

assumption _Wastes_some of the resources, since SOMfyig work two capabilities are assigned to eaclot,ob
agents are idle waiting most of the time. Our work capability x and capability y, and their values

assumes th_at a_II agents are active entities and Car|”epresenting the quality level may range from Q.to
participate in either finding a task and partner or

accepting an offer to become a teammate of another,
agent. We consider and emphasize the importance of
the relative locations of the robots in connectwith
their partners as an additional dimension for selac
of a teammate.

Robots have different capabilities that are useful
satisfying different task requirements. The calitéds

Capability x[0,1]: quality of capability of robot.
Capability y[0,1]: quality of capabilityy of robot.

3.2.2. Attitude

In addition to capabilities, each agent haguatéis
that impact its decision-making. Social and bebiali

. . psychologists sometimes describe attitudes as a
We simulated an environment where agents Seekpredictor of behavior [1]. In that case attituces

help from each other to complete a task. For sopl  yefine the preferences of an agent for teammate

3. Environmental and Agent model



selection. In the current work each agent has the
; ; . _R()
following attitudes: R, () =—
n

* aft_nearnessAttitude toward nearness: This refers R(t)js the original reward associated with each task.
to the agent’s inclination to seek teammates treat a If the team can satisfy only some part of the task
physically close to the task. . ' because the capabilities of all the participatiggras
* att_quality Attitude toward quality: This refers o in completing the task is less than the task regoeént,
the agent's inclination to find teammates that fiev  then the reward that each agentréceives is defined

high quality of service. as follow:

» att response timeAttitude toward response time.
This refers to agent’s inclination to find a teantiena a z Ezl(Ak)X Z ::1(Ak)y . R()
as quickly as possible. R, (1) = ( r + r ) n

X y

In this study each attitude is represented by ab@mim Where

between 0 and 1. For example, when an agentbets a  (Adx.(Ady. Capability x andy provided by K team member
of attitudes [0.2, 0.8, 0.0], it indicates that Huent has I'.fy: X andy requirementsf task

a low attitude toward nearness, a high attitudeatow  R(V):Total reward for completing task t

(predilection for) quality and no attitude toward ™ thenumberof agentsin the team
response time. If an agent has a high attitudetow For example assume that two agents complete a task

; ; ; : ; hich offers the total reward of 7. Then the amntaafn
quality, then it prefers agents which will provitiee w . ; o

: - . : reward that each agent receives is 3.5. Accordinfl

highest quality with respect to the task requiretsen two agents just finish 80% of that task, then A

33 Task receives a reward of 2.8.

Tasks are distributed in the environment and have4. Agent decision strategies
different requirements that should be satisfiedthwy
different capabilities of the robots. If thereaigask in In order to select a teammate, each agent ranks all
a region, then the corresponding environment RBp t its available neighbors based on their expected
provides the task information. This information performance and selects the best one. We examine
includes task position and task requirements. gk ta four primary strategies that an agent can employ fo
can be selected by an agent if no other agentikimgp  Selecting a partner. The decision strategy of @gemt
on it. In this work we assume that each task hasta depends on the attitudes of the agent. Table tsho
of two requirements, andr, in which we have: the different attitudes of agents and their commesiing

decision strategy.

* 1 [0,1.5]: quality required fox dimension of task.

* 1, [0,1.5]: quality required foy dimension of task. Attitudes strategy
(nearness,quality,response_time)
The requirements range is somewhat arbitrarily ehos (0,high,0) Best_possible
to range between O and 1.5. Therefore, agents are (low,high,0) Best_available
required to cooperate in order to satisfy their  (high,0,0) Nearest_available
requirements.r, andr, are satisfied by capabilities (0,0,high) Impatient

andy of an agentespectively.
4.1.Best_possibleeammate strategy
3.4. Reward Mechanism
An agent that employs this strategy only selects
Each task requires agents with certain capabilitiesanother agent as its teammate if the two agents as
and has an associated reward. The reward isteam can complete the task. It is formally repnés
distributed equally to the agents that participaited gs:
completing a task within a specified time constrain Axs Aty and Ay A>Ty
When agentA; works on a task with n number of WhereA,, Ay andA,, A, are thex andy capabilities of
agents as a team and the team completes the lasks, agentA; andA respectively r, andr, refer to thex and
each agent participating in completing the taskir@s vy requirements of a task respectively. The agemksa
the following reward: its neighboring agents that satisfy the above dmrdi
based on their usefulness value and selects the top



ranked agent as its teammate. The helpfulnesevalu For teammate selection each agent considers all
for each agent is calculated based on the agent'savailable local agents and ranks them based om thei

distance to the task. helpfulness value. Given the quality of capaleiiti
the agent calculates the helpfulness of each gdessib
Haj =dista; partner as follows:
In this equationdisty; is the distance rating of partner
agent A(O=dist1). A —O* i *
A H A| Q Aan_qualny + dIStAl Aan_nearness
4.1.1. Referral In this equation Aatt-quality and A att-neamessal © the

attitude of agent Atoward quality and nearness

An agent withbest_possiblstrategy does not select respectively. The agent’s attitude toward qualgy
a partner unless the two agents as a team couldssociated with the quality that the agent canigeov
complete the task. An agent with this strategy may With respect to task requirements, and an agent's
simply fail to achieve some reward due to not hgvin attitude toward nearness is associated with tharts
an agent with complementary capabilities within its rating of the potential partner. ~According to this
visibility field. So the referral mechanism coub@  equation, an agent that uses tHgest available
employed to improve the performance of agents with strategy weighs quality of work more than distance.
best_possiblstrategy. An agent selects a teammate that has the highkst va

Referral systems are multi-agent systems whoseOf H.
members may follow a cooperative protocol by
providing referrals to another agent, thus shatireir 4.3Nearest_availablstrategy
knowledge about service providers and enabling
improved service selection. In current work, wlan An agent that employs this strategy selects antagen
agent does not have the required capabilities then that has the least distance to the task and rexeive
agent checks its visibility range and if it couleesany  partial reward for completing some parts of a task.
agent with the required capabilities then it seads Agents with this strategy receive partial rewards
referral to the requested agent. An agent refers t proportional to the completed part of the task.
another agent if the agent itself does not have the
required capabilities and task time has not expirdd 4.4 Impatientteammate strategy
there is less than half the required time leftdlves the
task, then the agent dose not send a referral and Agents that employ this strategy do not wait to

removes the request from its request queue. receive responses from all the requested agents, bu
select the first agent that responds to their rsiguas
4.2 Best_availableeammate strategy their teammate.

Agents that employ this strategy gain some rewards5. Framework description

by partially completing tasks. These agents mégcse

teammates that only have some of the expertise A multi-agent framework was designed to test the
required by the task, and they receive a partiabrd proposed model. The framework was implemented
for the part of the task that is completed. Fothea using Java language, with each agent having its own
available agent in the neighborhood, the qualityhef  thread of execution and all the messages of thersys
capabilities is calculated based on the following being asynchronous. The concurrency feature of the
equation in which Q is the quality of capabilitieb system provides a better testing environment fai re

agents Aand A. agent applications. The framework allows agents to
run multiple auctions over various tasks concutyent
Q= *(Ax+ A )+ ry*(Ay + Ay) In this system each agent has two queues: a request
Ay, Ay, Ay, and Ay are the values foix andy queue and a response queue. The request queeg stor
capabilities of agents; and A respectively and, and the requests from other agents and the response que
ry refer tox andy requirements of theask. The totalx stores the positive responses of other agentgiallyi

capabilities of the agents are paired wittequirement each agent observes its environment and stores the
of the task, and the total capabilities of agents is task’s and agent’s information in its memory. Héte
paired with y-requirement of the task. So if for is a task within its visibility field, then the agfeselects
example the task has a high then, this equation the task and changes the status of the task to
weighs capabilitk of agents more heavily. unavailablefor other agents. In cases where there are



several tasks, each agent selects a task thatdesaist
distance to the agent. After finding a task, ageart
looking for teammates. In order to find a teammate

time required by the task is left, otherwise it oxes
that request from its request queue. The algorithm
shows the pseudo-code which each agent runs

the agent sends a request message to all availableonstantly.

agents in its neighborhood and waits for a certain

Although this is a concurrent system, the CPU runs

amount of time to receive their responses (noté thathe threads sequentially and in a random order.

agents withlmpatient strategy do not wait). Since

tasks have time stamps, agents are required to sendxecuting each thread is different.

their requests to their neighbors in the orderhafirt
helpfulness. This is to make sure that the agehts
have higher helpfulness values will receive theuest
before others and therefore they have enough time t
respond. This is especially critical when time
constraints of tasks are very tight and the redgugst
agent waits for a short time.

Algorithm 1 Agents partner selection mechanism

1. Observe; the information of available agents and tasks
t=Find a task
If (t'=null){
Send arequest; to all available neighbors
Wait (time); if applicable
While (agent.teammate=null AND time<(task time/2)){
selectedResponse=Select the best response
dectedRequest=Select the best request
if (selectedResponse.teammate! =null){
If (H(selectedResponse)>H (selectedRequest)
Team up; with selectedResponse
else{
send response to the selectedRequest
requestQueue.remove(selectedRequest)
wait(time)

wnN

1
else
responseQueue.remove(sel ectedResponse)

responseQueue.clear
requestQueue.clear

}

if(t!=null AND task time expired)
dropt

6.  If(t'=null AND teammate!=null)
moveTowardTask

ese
moveRandomly

o

When the waiting time is over, then the agent start

Moreover, the amount of time that is spent on
In order tkena
sure that all threads are approximately run forsiume
amount of time by the CPU, all the threads were set
with a high priority. In addition, at the end odiah
simulation run, a thread waits for 50 milliseconds.
This puts the current thread to sleep and alloves th
CPU to run the next thread. This is especially
important when the time constraints of tasks angy ve
tight and the response should be given quickly.

6. Learning attitude toward time and
quality

In dynamic environments agents are required to
adapt to new conditions in order to maximize their
rewards. In this work agents can adapt to new
conditions by changing their attitudes. Agentsngea
their attitudes based on the feedback that thegivec
from the environment. For instance there might be
some conditions when agents receive a low reward
because time is very tight. In this situation dgen
should learn to decrease their attitude toward ityual
and increase their attitude toward nearness. Alsim
reinforcement learning mechanism is employed ter alt
the agent’s attitudes. To demonstrate the efféct o
learning, agents withbest available strategy are
deployed.

An agent performs with its current set of attitudes
for a certain amount of time and stores a copyhef t
attitudes and the total reward received. Theratient
increases its attitude toward one dimension and
decreases values in the other dimensions. Then the
agent performs for the same amount of time with its
new set of attitudes. If the reward that the agent
receives is more than the reward gained by itsiposv

processing the received responses and requests. Thset of attitudes, then it continues to changettttuees

agent ranks its response queue and request queee ba
on the helpfulness value of agents. If thereriscmest
with a higher helpfulness value than all the resgsn
then the agent sends a response to the requegeng a
If the requesting agent does not select this ag#hin

a short time, then the agent repeats the explained

process (while loop in the above algorithm) until i
finds a teammate or time expires (in this framework

the same way; otherwise, it increases its attitude
toward the other dimension. The following

reinforcement learning formula is used to updag th

agent’s attitudes:

a=at+p(R(a+)-R(a))
In this equation @ is the new value for attitude.; ia
the previous attitude of the agent. Rias the actual

agents spend 1/3 of the task time on finding areward received for new attitudes and R{a the

teammate and the rest for moving toward a task). A
agent only considers a request if more than haf th

actual reward received by previous attitud@sis the
learning rate.



7. Experiments When time is more relaxed (1000 and 2000)
best_available strategy outperforms the other

A series of experiments was conducted to study thestrategies. This is the result of selecting higiaddy
performance of the proposed model. The simulationteammates. The agents wilfest_possiblestrategy
environment is a grid of 100 by 100 cells in whégch perform worse under various time constraints. This
cell refers to one square of the g”d There &6 1 the effect of perfectionist attitudes of these éhgen
robots with different capabiliies. Robots canyonl This approach is useful when there is more inceritiv
move vertically and horizontally one cell at a time completing a job (refer to next experiment).
There are 1000 tasks with different requirements
placed randomly in the environment. The reward for 7.2. The effect of referral on performance of
each task is a fixed number (7). All times are in agents withbest_possible strategy
milliseconds.
In some situations the tasks are required to be don
7.1. The effect of time on agents’ reward completely. For instance, if the task is to clemn
minefield, then partially completing tasks is not
In this experiment there are four groups of agemts appropriate. Therefore for certain scenarios agard
which each group employs one strategy required to complete the tasks as opposed to partia
(best_available,best_possible, nearest availabénd completion. In order to improve the performance of
impatien). Four different runs of simulation were run agents with best_possible strategy a referral
under various time constraints, where in each run,mechanism is deployed.
agents with one strategy were deployed. The total Three runs of simulation were run. In the firshru
reward achieved by each group was measured unde(no. of hops=1) no referral was deployed. In the
various time constraints of 500, 1000, 2000 and0300 second run (no. of hops=2) if the requested agees d

milliseconds. not have the required capabilities but it could aee
available agent with the required capabilities ntlie
5000 sends a referral to the requesting agent.

4500
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Figure. 1 Effect of agent’s strategy on agents werd. Ne-of hops=1 - No.ofhops=2 - MNe. of hops=3

. . . . Figure. 2 Effect of referral on agents’ performance.
Figure 1 shows that when time is very tight (500),

agents which employnearest-available strategy  |n the third run (no. of hops=3), the requestednage
outperform the other groups. In this situation, all may ask its neighbors whether they could see antage
groups perform somewhat impatiently due to lack of with the required capabilities. The time constraas
enough time. Therefore, agents witkarest_available  get to be very relaxed, so agents have enoughttime
strategy who select the closest available teammatesend and process referrals and the reading rantye of
perform better than other groups. This is duéh®  agents was 5. Figure 2 demonstrates that whertsagen

fact that agents have enough time to move towagt th deploy referrals (no. of hops=2 and no. of hops=3)
task and work on it. However, other groups of &gen thejr performances improve.

may select a teammate that might be further awdy an
therefore the team may fail to reach the task osit 7 3 The effect of learning and adaptation
before time expires. When time is a bit more rethx

but still relatively tight (1000), thempatientstrategy The aim of this experiment is to show how agents

outperforms other strategies. An Impatient agent can adapt to dynamic changes in the environmemt. |
selects the first responding agent as its team@mate s experiment agents with thest_availablestrategy

does not wait for others to respond. This incréase e geployed, and the time constraint of taskstiscsa
their chance of completing a task before expiryetim



low value of 500 milliseconds. Two runs of simidat required resources if there is any agent with the
were performed. In the first run agents do notriea required expertise close to the location of the
and in the second run learning is employed. Slince neighboring agents. We kept the number of hopsatha
is very tight, agents withbest _available strategy message can be transferred relatively low to keep t
eventually change their attitudes by using theniear agents’ information local. We demonstrated that
mechanism described previously. So they increasereferrals improved the performance of agents bdeun
their attitude towards nearness and decrease theivery relaxed time constraints. Note that referaas
attitude towards quality. By changing the attittide probably not appropriate for emergency situatiofts.
agents eventually adapearest_availablstrategy. was also shown that, by using a simple reinforcéamen
learning mechanism, agents had the ability to adapt
™ their partner selection strategy to the changeshef
= P environment.  The result indicated that adapting
Pl attitudes could significantly improve the performan

w s o of the agents.
o L el " %‘ = Leaming An interesting approach for future work could be

I L ~8-Non Jeaming considering different rewards for various tasks
“ depending on the size of the tasks. In additicost
could be associated with giving a referral. This i
1000 3000 SOW 7000 9000 11000 13000 15000 17000 15000 21000 23000 interesting, since it may hamper the agent’s self-
Time interest. Moreover, it is valuable to study whethe
Figure. 3 Reward of agents within each period ofime. agents of each group may have a preference fortsagen
of other groups (strategies). Another interestingect
Figure 3 shows the total reward achieved in eachcould be studying the effect of deceptive referrals
period of time (every 1000 milliseconds). It shaat where only the referrals of trustworthy agents $thou
the learning mechanism improved the reward of agent be considered.
and decreased the total time required to complete t
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