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ABSTRACT

In this paper we discuss a tag-based model thatitdtes
knowledge sharing in the context of agents playirgknowledge
sharing game. Sharing the knowledge incurs a coghé sharing
agent, and thus non-sharing is the preferred opfawnselfish
agents. Through agent-based simulations we shavkioaviedge
sharing is possible even in the presence of norirghagents in
the population. We also show that the performarfcanoagent
society can be better when some agents bear theoteharing
instead of the whole group sharing the cost.

General Terms
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Keywords
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1. INTRODUCTION

Both human and animal societies have an innatéyeatuloperate
in groups. The baboons and the hunter gathereetsexihad
some well-known advantages for being a part ofcaugrsuch as
access to food and protection [14]. For human Isitige group
mechanism has provided a social machinery that lesmab
cooperation and collaboration easily possible. &s hbeen
observed in nature that animals that look simitzimf a group
(e.g. schools of fish, herd of wild buffalos). Eies that belong to
a group have certain characteristic (a tag) thangbr them
together. These tags can be differently interpréigdexternal
observers. Our interest in this paper is to extmmdwork on tag-
based models for group formation in artificial agsocieties. For
this purpose we employed a conversion-based mesthani

Consider a scenario where there are different graiat use
different techniques for cultivating a crop. Thegp with the best
technique might have a higher yield hence this groan be
considered as outperforming others. Eventuallydtmer groups
will follow the technique of the successful grolip.other words,
the other groups get converted to the best groypfqliowing

their technique). This is a simple example of tleversion
process. This process can lead to the bettermeatsufciety in
many cases.

Another example of conversion is the adaptatioideés. In the
academic research domain, we may be influenced degsi
reported by different research groups and henceramabvalid
ideas.

Thus, conversion is a powerful mechanism that lesnkpresent
in human societies for a long time, such as comgpeople from
a conquered land to adopt new customs, beliefiis slad even
religion. Traditionally, new members that are beinducted to a
group take up the new skills in order to securér thervival and

growth. Moreover, the strategies employed by thenimg group

tend to be the successful strategy (at least ®tithe being). In
this work, we have adopted one such conversion amgsim in

playing a knowledge sharing game for the betterroéttie whole

society.

In equitable societies, it is always best to shd#me cost of

communal services (such as the cost of road wadting up

parks). But, in some cases, it is best for an iddial to bear costs
rather than dividing the whole cost to the entioeisty. In this

work we demonstrate one such example where theenwduiety

is better off when some individuals bear the cost.

1.1 Tags

Tagging is a group-forming technique. These tags different

from folksonomy [7] tags used in sites such as el [2],

CiteSeer [3]. That is collaborative tagging [7] whethe user
employs the tag according to his understandingy@fcontent and
the usage.

The tags we use here are different, in that theynat deposited
by users with an implied meaning in a social cont€re tags we
use are simply markings that are “visible” to othgents and are
used just for grouping purposes. Some real worlde®amples
are people of same culture, ethnicity, native tengtc. Some
natural tag examples are birds flocking togetheimals forming
herd and ants forming colony. They interact witktieir group;
act together (pass information/instruction or whaty and those
small interactions among them lead to collective
behavior/emergence. Thus the tagging mechanismwbaise is
inspired by nature, and it has been widely usedntael the
behaviour of artificial agent societies.

A simple way to think of these tags is to assumat tihey
represent group names for sets of agents: agewitsghihe same
tags belong to the same group, and agents of the geoup have
some preference to interact with others within ttggoup. Thus
people are usually friendly to those who are simila them
(belong to the same group of interests, educatithnicity,
profession, culture, personality etc.). They chotissr friends,
partners based on certain similarities that arerasd to represent
compatibility. We use this biologically inspiredging model in
our multi-agent based simulation of an artificiatigty.



Our concern in this paper is to experiment with-baged
mechanisms, where groups are formed using tags.bdenthat
belong to a particular group share their skillswather members
of the group. To start with, not all members in goeiety might
be skilled in performing a task, and also not aéinmbers that
possess the skill might want to share it with tlgggup members
let alone other group members. We investigate hownake
knowledge sharing possible even in the presenaeonifsharing
selfish agents in the population.

1.1.1 Advantages of using Tags

Tags offer several advantages. Using tags is velgtisimple
when compared to other complicated techniques wéniehused to
achieve cooperation/altruism. For example, otherowkn
techniques used are direct/indirect reciprocity] [ selection
[11], centralized control systems and reputatiochmaeaism [9].

In the reciprocity mechanism, keeping the memofypast

interactions is needed. In kin selection, it isessary to have a
good recognition mechanism to identify the kin. Calized

controlling systems need a monitor to employ pumisht or an
incentive mechanism, which is not a good mechanfem

decentralized systems, due to the explosion ofe stqtaces.
Reputation mechanisms need to record a history tapears’

reputations.

In contrast, a tagging mechanism does not involyeaditional

overheads, such as memory storage, maintaining taipu

records, and monitoring logs. It is a straightfavapproach that
does not even require the agents to be rationacto Neither
decision-making nor complex learning is involved.

The primary benefit of having tags is to form greupll other
benefits of tags depend on the usage and desigesponding to
the domain in which it is applied. Tags are googravide micro
to macro effect in the emergence of coordination/gimd of
collective behavior. They are capable of achieviagperation in
P2P systems and very scalable to any decentraljzed system.

Using tags in a multi-agent based simulation officidl society
offers a good test bed for experimenting with hoollective
behavior can possibly emerge in natural systems.

2. RELATED WORK

Tags have been used in modeling artificial soceteer since
Holland used them [1]. By playing the donation garagents
employing tagging achieved altruism in the modedadibed by
Riolo et al. [4]. In this model, tag and toleran@dues are used
to form groups. An agent donates to another wherdifference
between their tag values is within the agent’s reolee level.
Also an agent could be a member of more than ooepgrin that
case, that agent may donate to the group membesd tiose
groups and also receive donations correspondindliis
mechanism has been shown to achieve altruism armpeegs
because of making use of tags. Riolo et al. [8}ehshowed how
cooperation is achieved by using tags in playing iterated
Prisoner’s Dilemma game.

In Hales’ work [7], different types of tags used &shieve
cooperation in different scenarios, like PrisoneBdlemma,

resource-sharing and load balancing. It was showwm tags can
be used to achieve cooperation among agents imgéesiound of
Prisoner's Dilemma. The resource-sharing model arpithe

behaviour of altruistic agents which donate resesirthat they
don’t require. The agent needs to have a matchiifigrsorder to

harvest the corresponding resource. The agentsfered a few
resources. If they possess the matching skill, tiey can use
that resource. Otherwise they can donate it to sother agent
that needs the resource, or they can discard gSoaumee without
donating. The agents have enough intelligencento & suitable
agent within their tag group that can utilize thesaurce, and
searching is employed in this process. When a dmmatcurs, it
incurs a cost. It was shown that the groups whiehf@med with
a diversity of skills had better performance. d&ad balancing
model, it was shown that when the agents made fisaye the
idle time for the agents was reduced. For moreildethout tags,
refer to Hales's PhD thesis [6] which is about taghieving

cooperation in artificial societies.

In the work presented in [12], it is shown that haltvuism based
on tags can be used to promote performances foibdieed P2P
systems of independent agents. In the contextekttowledge-
sharing game, it is shown that tagging can heipdoease sharing
to some extent. The work presented in [15], dessrihe effect of
tag-based mechanism for sustaining knowledge thragring

behavior. In the context of the knowledge-sharigng, it has
explained the conditions under which sharing bedvaspreads in
the entire society and hence the knowledge is dhaned

sustained in the agent society.

The inspiration for our model comes from the wofkNemeth
and Takacs [13]. In their work, sharing is basedpooximity.
Agents share their skill with their neighbors irithlocality, and
this leads to the evolutionary success in their ehoBut that
work does not embrace usage of tags.

Most tag-related work improving cooperation are eoan
Prisoner’s Dilemma game [4, 7]. We took a mereiséalmodel
to investigate, which deals with knowledge sharinghin a
society composed of sharers and non-sharers. Sagneclated
work has been done on resource sharing [1, 7, & kBowledge
sharing is different from resource sharing sinc®ueces deplete
by sharing but knowledge does not. Our work failshie category
of knowledge sharing, similar to the ones preseinté2, 15].

Our model and experimental setup are explaineckoii@ 3 and
3.1. Results and comparison are presented in 8.Zddition,
experiment about cost sharing is presented in #4 thie result.
Discussion and future work are presented in se&ion

3. EXPERIMENTAL MODEL

Our model presented here is a social interactiodahavhere the
sharing of knowledge is preferred. Agents play m@a&alled the
knowledge-sharing game.

Having ‘a piece of precious information’ is congielg to be
knowledge in this work. For example, the informatiabout the
food source or possessing a particular skill carcdresidered to



be the knowledge which directly relates to theefits of an agent
(or the wealth of the agent).

Non-sharing is the selfish option which benefits ihdividual but
not the society. Sharing benefits the society bseaging the
knowledge, which improves the overall wealth of theciety.
Sharing does cost the donor who shares but natettesver who
receives the benefit. As the donating agent speod® time and
effort in the process of donating, it incurs thisstt The agent
could have decided to be selfish and hence congbatecost.
Donation (sharing) costs the donor (not in term&kmdwledge,
but in terms of wealth), and the donor does notagsthing in
return (no reward or benefit). Donations reducesite (wealth)
of the donor, which reduces its survival and repatidn chances.

The parameters of the experiment are Knowledge §aring
(S), Wealth (W) and Tag (T).

» Knowledge (K bit) could be 0 or 1. If K=1, the agen
possesses the knowledge, otherwise it does not.

*  Sharing (S bit) could be 0 or 1. If S=1, the agentilling
to share, otherwise it does not.

e Wealth (W) could be 1 or below. When the agentat
possesses the knowledge, has its Wealth set tatkedgh
time it shares the knowledge, it losses 0.1frorMesalth.

» Tag (T) is a string of binary bits. Agents havihg same
tag belong to the same group.

3.1 Experimental Setup

Among 100 individuals at the outset, half are sts&a(8=1), and
half are not (S=0). Every player is randomly assiya tag which
is a 3-bit string (000, 001, 010, 011, 100, 1010 &fhd 111). The
population has 8 @ different tag groups. Out of 100 individuals
initially 20 have knowledge (K=1) to start with,fee they have
the wealth score of 1 for possessing knowledge.ageats in the
experimental setup are of 4 different types.

¢ TypeK+S+: agents with knowledge, do share (K=1,

. '?)_/;()EK-S+: agents without knowledge, do share (K=0,

. '?)_/;t)eK+S: agents with knowledge, do not share (K=1,

. '?)_/gt)eK-S—: agents without knowledge, do not share
(K=0, S=0)

Figure 1 shows the initial set up of the populattemposed of 4
types of agents. All the 8 groups get random distions of these
4 types of players. In this game, players are ramg@aired and
are made to interact. When they interact, theyeeitthare or do
not share. After the interaction there is conversigor the
conversion process, 10% are randomly selected airédp In
each pair stronger 5% convert the weaker 5%. Thecgss
continues in every iteration. More details abouwtbey interact
and convert are discussed later.

Sharing happens only if their tags match (they astigre with
their fellow group members) and when one playeay@il) has
the knowledge and the tendency to share (K=1, Swt) the
paired player (player 2) is without knowledge (K=Uhe player

who acquires the knowledge gains the wealth scork it the
maximum value of wealth that a player can havengttane in
this game. Thus, if a player received the knowledgee, its
wealth value can never surpass 1. When it come®noersion,
the agent with a higher wealth score is chosen whese two
agents are compared on their strengths. Sharinkribe/ledge
does cost the donor (0.1) in terms of wealth. Eamh it shares, it
loses 0.1 from its wealth. The receiver gets thaltebenefit of 1
without incurring cost.

Types of agents

Type K+5-
10%

Type K-5+4
40%

Type K-5- _/

40%

Type K+5+4
10%

Figure1: Initial population with 4 types of agents.

In our mechanism the behavior of the agent ispeddent of the
tag, which means that even though the tags maltey, do not
have to cooperate/share. Behavior is based ortridtegy bit (tag
and behavior are not correlated). From the indiaidagent’s
perspective, it is better not to share, so thatit keep its score
high and increase its survival chances. But for therall
society’s welfare, it is good to share. The gan@aged with 100
players over duration of 1000 iterations. In eaehation, every
player gets to play the game once as a donor (fdpgad once as
a receiver (player2). The conversion process atetite of each
iteration works in the following way. 10% of the pdation is
picked randomly, paired and compared by wealth escivith
every pair the high scorer in wealth gets the chdanconvert the
low scorer to its tag group. If both players aresafe wealth in a
pair, one of them gets to convert by random selactUp to this
part it is the same mechanism as explained in trk {1.5]. The
current work differs in the following steps whe@eersion takes
place.

The winning agent converts the losing agent by ragithe agent
to its group (i.e the low scorer joins the tag graxf the high
scorer). The converted agent does not have the lkdge (K=0)
when joining the new group. The converted agerdimst its
original behavior (S bit). Since it loses the taament to another



agent (n-tournament selection, n52j joins the winner's group
with no knowledge but retains the behaviour.

The new agents acquire knowledge when they intevihtother

agents in the population that have knowledge aedsdme tag
and also have the tendency to share their knowleBgethis

process, after each iteration 5% of the populagjets converted.
The population thus has a steady state with a Jatad at 100.
The generational algorithm is given in figure 2.

FOR each generation
FOR each player
Play with a random player
IF tags match
Interact
Collect payoff
END IF
END FOR
Select 10% of the population
Pair them for comparison of wealth (payoff)
FOR each pair
Stronger converts Weaker
Converted one gets the tag (T) of Stronger
END FOR
END FOF

Figure 2: Pseudocode of the generatioakgorithm.

In our algorithm, conversion does not apply for iaflividuals
(the whole population) at the same time. In mareptvorks the
whole population converts at the same time. Inneatudoes not
work that way. Letting the whole society convertla same time
will result in unrealistic results. In reality, cogrsion takes place
gradually in the population. In our algorithm 10% the
population is selected randomly in every iterafimnconversion.

3.2 Resultsand Comparison

In our results, when we say ‘knowledge is sustdiitedfers to
the agent population where more than 85% of thetageaving
the knowledge and also the knowledge is passedoothe
newcomers which are being converted in every itamat

Both works [15 and the current work] have the samiel setup
with 4 types of agents as shown in Figure 1. Irhbabrks, the
final population (at the end of iterations) belorgssingle tag
group which is the strongest and all other groupnbers have
been converted to the winning group. This is theergent
behaviour observed. In the evolutionary senses dalled as the
survival of the fittest or in other words the geidecof the rest of
the tag groups. Figure 3 shows the resultant behavi

Our current results (Figure 4 and 5) show that khewledge
could be sustained in the population even with ghesence of
selfish agents. It is an interesting result sif@edociety sustained
knowledge all the time (100% as opposed to 16%énpievious
mechanism [15]).

! We found tournament selection better over theatteiwheel in
this setup for faster convergence.

Result from a sample run is presented in figurk . shown that
the number of sharers is always 50 (see the S bme) the
knowledge is sustained (see the K line) in theetgcRemember
the experiment started with 50 sharers and 50 haress. They
remain the same throughout the experiments. Jastthiey get
converted to different tag group. The Figure 5 shothe
distribution of 4 types of players at the end.

The result from the previous work [15] needs teekplained here
for better understanding. Previous mechanism pteden [15],
has sustained knowledge at the end of iterationly, when the
population gets rid of all the selfish non-sharé&) and
composed only of sharers (S+). Whenever the pdpualands up
with non-sharers the society could not sustainrtkebwledge
and they become almost knowledge less society.pFbleability
for getting knowledge-shared result is approximatel16. It
means, not all the time, the society ended up withwledge at
the end of the iterations, but only 16 out of 1Gfnhes
approximately. It was observed in [15], that theoktedge
sharing is achievable only with the absence of siwarers. A
sample result is taken and shown in Figure 6 whteeumber of
sharers increased and the whole population is dtilsharers,
hence the knowledge is sustained.

Start

End

Figure 3: Initial tag groups stated with (shown in the topah),
and the final group ended with (shown in bottonpg)a



Knowledge and Sharing (current work)
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Figure 4: The K line shows the knowledge and the S line shtbesharing.

The change in the algorithm is made in the conwarghase
where the new member agents retained their behaarat
inherited the tag, instead of inheriting the bebawf the high
scorer with tag as presented in the previous mesmaii5].

Having said that the current mechanism works hetterexplain
the important feature that lies in the conversioncpss. It is
known that, in a group, K+S- players are likelyhave higher
score than any others in the population as thegmsvare.

In the previous work [15], the K+S- player convette other
player to his tag group and to his behavior asmasimrer. As a
result this will lead to produce more K-S- playersThe sharer
from another group will be converted as a non-shiaeeause of
his low score by incurring cost. So, the group wilid up with
most K-S- players and few K+S- players. As a restlie

population will end up with non-sharing behavior sh@f the

times and would not sustain the knowledge. Thigpkap almost
84% of the times approximately.

The population will end up with sharing and knovgedonly

when certain conditions are met. When there iscamgmwhich

could get rid of all its non-sharers and also hatveast one K+S+
player who would share the knowledge with otherghi group,

then that group is likely to become stronger arke @ver others.
That group will grow more and have all the playieri and also
sustain the knowledge. This happens only 16% of times

approximately.

Types of agents

Type K-5+
6%

Type K+5-
46%

Type K+5+
44%

S0 0000005000000 00 0084

Type \(-S-J
4%

Figure5: 4 types of agents at the end of the iterations.
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Figure 6: The K line shows the knowledge and the S line shitwe sharing.

In the current work, that employs the conversioncpss the
newcomer retains its own behavior and inherits tdge If the
newcomer is a non-sharer it comes to the new gesup non-
sharer without knowledge. If it is a sharer it canas a sharer, but
does not possess the knowledge. These both caseshantages
in the current mechanism.

» If asharer comes to the group and receives knaeled
from an existing sharer in this group, he startzisiy
within the group as well (K-S+ becomes K+S+).

» If anon-sharer comes to the group and receivewletye
from an existing sharer in this group, his weakicdmes 1
(K-S- becomes K+S-). As he never shares his wéslth
high and he converts other players and brings new
members to this group.

That is the reason that the number of sharers amdsharers
remained the same but still the knowledge sharirg wade
possible and was sustained and passed on for fgamerations.
In summary, in the previous work knowledge is sust@ only
16% of the runs approximately. The current expenim
knowledge is sustained in all the runs.

4. EXPERIMENT ON COST SHARING

We have also experimented on individual vs. groogt bearing.
In the setup explained in 3.1, the sharer who shaleays pays
the cost for donation which reduces its wealthw@chave used a
different mechanism where the cost should not beurhed

individually by the sharer alone but by everyonethe group.
Everyone’s wealth is reduced bgst/n wheren is the number of
members. We experimented with both of these cosirirme
mechanisms (Individual vs. Group cost sharing)ind fvhich is
better.

We tested 2 types of cost bearing with 2 setspopaulation. Each
set has 4 groups. They play the knowledge sharamgegwithin
their group. In the setup explained in 3.1, the g@asplayed with
8 tag groups with individual cost sharing. In therrent
experiment out of 8 groups, 4 play with individwalst sharing
and 4 play with group cost sharing. We wanted tovkmwhich
one is better. Figure 6 shows the pseudocode ofdhgarison
algorithm. Except having 2 sets having differenstcbearing
mechanisms, everything else is the same and pliaydte same
manner as explained in 3.1.

Set 1: Individual cost bearing
Set 2: Group cost bearing

IF Group belongs to Set 1
Sharer bears the cost
Receiver receives the benefit
END IF

IF Group belongs to Set 2
Group members bear the cost
Receiver receives the benefit
END IF

Figure7: Cost bearing in 2 different sets (in pseudocode).



Our results showed that groups from set 1 becoraewtinner

every time. It is because when the cost is sharsdhy a sharer
during a game, only one person’s wealth is redubedce its
survival chance is low. It could be converted theotgroup if it

gets picked against a wealthier player.

In the other case where the cost is shared by emeryn the
group, everyone loses a little of their wealth whrerery time
there is a sharing in the group. It makes the wigoteip weaker
and the members are prone to be converted whemglagainst
the wealthier player.

Tag groups
100
80
—Set 1 _Tag 000
Set 1-Tag 001 ——Set 1 _Tag 001
v 60 \ -
% ——=Set 1_Tag 010
o 40 - —Set 1 Tag011
= Set 2_Tag 100
200 i
A =——=5et 2_Tag 101
; S~ e Set2 Tag110
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Figure 8: Tag groups from 2 sets.

In this experiment we have noticed that the indiaid cost
bearing is effective. This is because only few pedpse their
wealth by bearing the cost and others who are marirsy the cost
are stronger and they convert weaker players frdmrogroups.
So always the winner is a group from the set lam@e result is
shown in figure 7. Out of 8 groups from 2 sets, tdg group 001
from set 1 became the winner which ended up witthel players
getting converted to its group and sustained ttevedge in the
population.

In summary, it is good for the society to have s@uaeple who
can sacrifice for the well being of the group imst®f everyone in
the society contributing to cost sharing.

5. DISCUSSION AND FUTURE WORK

In this paper we have presented our results abowt & society
could share and sustain knowledge even in the presef selfish
agents that are present in equal proportions. We aBso showed
that bearing the cost individually is a better optthan bearing
the cost across the whole group.

The results reported here are in the progressagestof our more
in-depth experimental investigations. There aresshinteresting
research issues in this domain. In future work, omasider the
following.

¢ In this paper we have considered effects of indiald
vs. group costs for sharing the knowledge. Another
dimension that needs to be experimented with is the
Wealth (W) of the agent. We would like to investiga
whether group wealth or the individual wealth
mechanism should be adopted for improving social
welfare in multi-agent system.

e We are currently experimenting with an agent
population having multiple knowledge bases. For
example society A can have knowledgandy while
society B can possess knowledgeandn. It would be
interesting to see how different types of knowledge
skills can be shared in an agent society. This triigh
useful in the context of P2P applications.

« In the current setup, agents interact only if thgst
match. If the tags don’t match, they do nothing. &vie
interested to see how agents act accordingly iftalgs
match/do not match. This is achieved by making agen
do certain actions even if their tags do not matbich
does not directly contribute to the wealth.

¢ We are also currently investigating how a tag can b
interpreted in different ways by different types of
observers.
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